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Soil Degradation Prediction and Classification using
Digital Soil Maps-Boosting Nigerian Food Security

Oyinkansola Shittu
X20147406
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Abstract

The global threat to food security in recent years and the uncertainties around
it motivated this research. The experiment is channelled towards assisting the Ni-
gerian government in the plan to improve farmers economic well-being and food
security in Nigeria. In this research, eight machine learning models were developed
to predict and classify soil pH and soil textures using the Nigerian digital soil map
(two for prediction and six for classification). The models are support vector ma-
chine for regression, random forest for regression, k-nearest neighbour (2), support
vector machine, non-parametric Naive Bayes (2) and Random forest. Soil PH has
been rated high as one of the key indicators of soil organic carbon which in turn,
scientists have mentioned is one of the main indicators of soil degradation.The de-
veloped models successfully predicted and classified both soil pH and soil texture
with very high accuracy and negligible errors. Randomforest was found to be the
best of the models for both prediction and classification at accuracy of 1 and re-
lative mean square error of 0.006 and all the developed models outperformed the
benchmarked existing models on the evaluating metrics.This successful high per-
formance models confirmed the Nigerian soil map dataset can be used to predict
and classify soil degradation with the aim of the Nigerian government educating
farmers on suitable crops for each soil type to improve the farmers economic power
and indirectly resolving the continuous farmers- herders clashes over farm lands.

1 Introduction

The recent awareness of negative impacts of climate change, health pandemic, and global
unrest have brought to fore, the crucial importance of food security, soil and Agro- man-
agement across the world with its problems of many ecological factors that are known
to have increased the natural degradation of soil quality over the years. The year 2020
announcement by the Nigerian minister of environment that 35 percent of Nigerian land-
mass is heading towards desertification, caused a growing concern amongst the citizens,
renewing the government’s commitment to land conservation, soil management and land
zoning, with the aim of returning the country to its former food and economic glory.
Figure 11. As a young child of a Nigerian commercial cocoa and kolanut farming fam-
ily, excessive farming, over-grazing, inefficient soil management were direct experiences.

1Source:The Nigerian Punch Newspaper-18th June 2020
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Figure 1: Nigerian land mass threatened by desertification

These and climate change impact rendered hectares of the family farmland unproductive
and degraded, forcing its sale to housing developments, like many other farms as a land
use change (LUC). The increase in the unproductive family lands and threat of deser-
tification spurred the primary motivation for the need to ensure food security for the
citizens of Nigeria and economic improvements of Nigerian farmers by assisting the Ni-
gerian government with its policies on food security via the prediction and classification
of soil degradation using machine learning methods.
In addition, the family-head relayed the Nigerian historic arrangements between local
farmers and regional cattle headers, where the herdsmen were allowed to graze their
animals on the farmers’ farmland in exchange for raw milk, cheese, animal skin and ma-
nure, however, easy availability of milk and fertilisers, over the years, reduced farmers
dependence on herdsmen, distorting this symbiosis. Also, the improved health system
that resulted to larger family allocation of fallow farmlands, drastically cut off the graz-
ing routes of the herdsmen who already were at a disadvantage.This is the generator of
the farmers-herders conflict in Nigeria. This generational knowledge set the incentive for
the need for sustainable conflict resolution that is the sub-research question of this project.

1.1 Research Questions, Objectives and Contributions

For the mentioned problems, this research addressed the following:
Research Question. How well would the machine learning models (Random Forest and
Support Vector Machine for Regression) predict soil pH as key indicator of Nigerian soil
degradation, using the Nigerian digital soil map attributes, to support the plans of Ni-
gerian government towards food security and improve the economic power of farmers in
Nigeria?
Sub-Research Question. To what extent can the classification models(Support Vector
Machine, K-Nearest Neighbour, non-parametric Naive Bayes and Random Forest) help
with enhancing classification of soil texture and soil pH to help farmers know the kind of
crops that suits the type of soil texture and pH level which will lead to reduction of soil
degradation and sustainable farm management, making grazing routes and lands available
for herdsmen, which will invariably mitigate the farmers- herders conflicts?

Literature assessment showed regression, machine learning, and geospatial statistics
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Table 1: Project Objectives Summary
Digits Objectives Explanation

1
Critical review
of existing
literature

This critically assesses peer-reviewed literature on soil
degradation, conflict resolution and soil maps to identify the
degradation key causative factor(s) and methods used for prediction
and classification of same in Nigeria, Africa and global.

2

Download of the
Nigerian digital
soil map
(NDSM) dataset

Dataset of the Nigerian digital soil map is freely downloaded
from the database at Mendeley.com.

3 Data Extraction
The dataset comprises of both shape and database files. Different
extraction methods is used to get these data with extraction,
transformation and loading (ETL).

3.1
Extraction of the
database file

The database files contain attributes of multiple records, fields and varied
data types stored in a database schema. Database management tool - DBF
Viewer is used to view dataset and SQL query commands to extract data.

3.2
Extraction of the
digital soil maps
file

These shape files have the digital soil maps. R-algorithms
and RStudio are used to extract the map data and view the maps.

4
Data
Transformation

Extracted data are transformed into ’.csv’ format for
ease of merging and upload.

4.1 Database file
The SQL- extracted data from the database schema is exported as ’.csv’
and saved in a desktop folder.

4.2
Digital soil map
file

The use of ’R’ algorithms transforms the extracted digital soil maps into
’.csv’ format and stored in same folder as database file on local directory.

5 Data Loading
The two transformed CSV files are loaded onto
Jupyter notebook (’R’ kernel) for further operations.

6
Data upload
accuracy and
integrity check

Same random sample queries from Jupyter notebook (using ’R’ algorithms)
and DBF Viewer (using SQL query commands) are compared, ensuring the
different reports are same to confirm data conversion accuracy and upload.

7

Exploratory data
analysis (EDA)
and data pre-
processing

Dataset is explored for missing data and regression assumptions analysed
and pre-processed for outliers’ detection and removal, data imbalance
correction (SMOTE), normality conversion (Box-cox and log
transformations),PCA feature selection and synthetic data generation
(Copula).

Table 2: Continuation of Project Objectives Summary
Digits Objectives Explanation

8 Data Modeling
Applying relevant identified models from objective1, for prediction and
classification models for soil degradation using the Nigerian digital soil
map (NDSM) dataset.

8.1
Prediction
Models

Non-linear models with variables interaction capability.

A
Support Vector
Machine for
Regression (SVR)

Machine learning regression kernel model.

B
Random Forest
(RF)

Machine learning regression tree model.

methods fit well with digital soil map attributes, for predicting and classifying soil de-
gradation to which six (6) main models were developed for this projects, outlined in the
project objectives summary (tables 1-3). However, both the K-nearest neighbour and
Naive Bayes models had one extra embedded model each making a total of eight (8)
models- two for prediction and six for classification. Out of these models random forest
for regression performed marginally better than the support vector machine for regression
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Table 3: Continuation of Project Objectives Summary
Digits Objectives Explanation

8.2
Classification
Models

Non-linear models with variables
interaction capability.

C
K-Nearest
Neighbour
(KNN)

Machine learning distance-based
classification model.

D
Support Vector
Machine (SVM)

Machine learning hyperplane
classification model.

E
Non-parametric
Näıve Bayes
(NB)

Machine learning non-parametric kernel
classification model.

F
Random Forest
(RF)

Machine learning classification tree model.

8.3

Variable
interaction
detection and
effect

The dataset is pre-processed and transformed for detection of any
interaction amongst the variables and the effect on the soil pH and soil
textures with machine learning algorithms.

9 Evaluation, Results and Models Comparison

9.1
Prediction
Models

The evaluation methods are coefficient of determination (R2), Root
Mean Square Error (RMSE), Mean Square Error (MSE) and Mean
Absolute Error (MAE).

9.2
Classification
Models

For Classification, they are Accuracy, Precision,
Recall and F1 Score.

9.3
Models
Comparisons

This section is on three levels- (1) Comparing the evaluated results of
all the implemented models to identify that with best result in each
category and (2) Comparing results of the models used for both
regression and classification (RF, SVR and SVM) to rank method
performance. (3) Comparing model results with the existing models
results to rank this project’s outcome.

with slightly higher evaluation metrics. Amongst the classification models, again, random
forest for classification performed marginally best in classifying soil pH with K-nearest
neighbour close.

Contributions:The major contributions resulting from this research are the machine
learning applied soil degradation prediction and classification models using the Nigerian
digital soil map dataset to assist the Nigerian government in farm and conflict man-
agement policies to enhance the farmers’ economy. Other contributions are the test for
possible variables interaction and accuracy measures of models since the creators of the
Nigerian digital soil maps dataset neither tested for the interaction between the data
attributes nor for result accuracies. The data integrity check is another contribution to
ensure accuracy and reliability of data upload from the database schema to the modeling
platforms.
Chapter two critically reviewed the soil degradation (2017-2023) at (2.1) starting with
the understanding of soil degradation and soil maps(2.2), proffered Nigerian conflict res-
olutions using soil maps(2.2.1) to the global review of machine learning methods for soil
degradation prediction and classification (2.2.2), model comparison (2.3) and concluded
with summary of findings and identified gaps (2.4). Chapter three covered the soil de-
gradation scientific methodology and design flow process where the first three steps of
followed methodology were described leading to the implementation,evaluation and res-
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ults of both the prediction and classification models in chapter 4. Chapter 5 followed
with models comparison and discussion where the project’s models were compared to-
gether and with existing models, and learning outcomes and limitation were highlighted
while chapter 6 has the conclusion and future works presented. Acknowledgement and
references are found at the end of the project.

2 Critical Review Soil Degradation (2017 – 2023)

2.1 Introduction

A critical review of existing experiments was carried out to identify methods that suit
the project’s dataset and models to be used as basis of result comparison of this pro-
ject. The literature covered recent seven years (2017-2023) because of the fast changes in
Machine Learning algorithms and the sub-sections are grouped into themes that answer
the two research questions. (2.2) laid the foundation of soil degradation and soil map
understanding while (2.2.1) reviewed literature where soil maps have been used in sug-
gesting resolution to the Nigerian farmers-herdsmen conflicts (the sub-research question)
then to answer the main research question, (2.2.2) explored traditional methods of using
soil maps and statistics for predicting and classifying soil degradation, to appreciate the
application of machine learning techniques to same, after which the best methods and
evaluating metrics were deduced. Section (2.2.2) has a global coverage because of limited
relevant peer-reviewed machine learning literature on soil degradation with soil maps in
Nigeria and Africa. A comparison of the reviewed models is tabularly presented in (2.3)
and summary of findings and identified gaps is in (2.4).

2.2 Understanding Soil Degradation and Soil Map

A viable soil is said to be fertile and sturdy to withstand the impacts of climate change
and harsh farm management practices while soil degradation, in its simplicity, can be
said to be the decline and/ or loss of this fertility and sturdiness. Soil deteriorate on
many factors that are generally grouped into physical, chemical, biological and ecolo-
gical, Figure 22, making it prone to erosion, drought, soil organic carbon (SOC), salinity
loss and reduced cation exchange capacity (CEC), which ultimately affect the sustainab-
ility and reproducibility of crops and animals- hence the need to monitor and conserve
this natural resource. This soil health quality is strongly linked to many features like
CEC- an indicator of soil fertility, that measures the soil’s ability to hold and supply
positively charged cations soil nutrients (Calcium, Magnesium, Sodium, Potassium and
Aluminium) to plant, while soil texture (Clay and Silt content) have negatively charged
colloids that electrically hold large amounts of cations thereby serving as warehouse of
nutrients for plants roots. The department of primary industries, Australia ,explained
the stronger the colloids negative charge, the greater its capacity to hold and exchange
cations between the soil water and plant roots which is why soil pH is important as the
higher the pH (less acidic), the higher the negative charge of the colloids as found in
humus and clay soils, (Al-Kaisi & Lowery 2017).
The magnitude of SOC are very important too as SOC provides resistance to physical de-
gradation, erosion , water and nutrient loss (Tadesse et al. 2023) and the carbon content,

2Source:Restoring soil quality to mitigate soil degradation- Lal (2015)
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Figure 2: Four-Grouped Types of Soil Degradation

as evidenced in humus soils, can be measured by pH, however,intensive agro-production,
land-use mis-management, LUC and excessive rainfall altered these key soil properties in
African countries, rendering soil susceptible to degradation causes like erosion (Bennett
et al. 2021) making many scientists believe decline in soil health qualities are good indic-
ators of soil degradation (Lu et al. 2022) .
According to the food and agricultural organisation (FAO), Nigerian soils are of medium
to high productivity due to the challenges of its soil management practices that result in
loss of soil carbon, hence the choice of using PH as the main soil degradation indicator
for this project as it measures carbon, cations and colloids.

Soil mapping on the other hand, is a process of finding recurring patterns in soil
clusters, marking, grouping and transforming those patterns into map units to reproduce
the recognised soil information in spatial map format as points, lines or polygons. Al-
though it is central to the interpretation of soil properties distribution and execution of
maintainable practices for soil degradation prevention, the traditional method using soil
survey from manual soil testing to produce legacy maps,intrinsically losses spatial vari-
ability information for prediction and classification of soil properties, thus the increased
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need for high quality soil maps (Grundy et al. 2020) reliable for statistical and machine
learning techniques to predict and classify soil properties especially in areas of little in-
formation (Shepherd et al. 2022). Recent possibilities of legacy maps being updated
with data mining, (Liu et al. 2022) caused the development of quantitative digital soil
mapping (DSM), where practitioners cross-reference primary soil observations with sec-
ondary data from which a model is used to describe the relationship between the two and
predict and/or classify those relationships for other locations, following defined common
set of rules (Kidd et al. 2020).

2.2.1 Critical Review of Conflict Resolutions using Soil Maps in Nigeria

There are two generally known approaches applied to conflict resolutions in Nigeria: The
western approach that focuses on litigation and the ethnical African approach that fo-
cuses on mediation. Scholars claim western approach to conflict resolution is rooted in
the community’s individualistic nature while the African system is based on the holistic
or communal nature of African communities. Result of an analysed survey of (Okeke-
Ogbuafor et al. 2019) showed although beneficiaries applauded both conflict resolution
approaches, some do not feel academically skilled for and/or afford to use the western
approach while some perceive the ethnical African systems are more of a conflict gener-
ator than conciliation due to the ingrained potential bias. Also, (Mosweu Plefhile 2023)
found archival materials like drawings, plans, maps and scientific documents are accepted
as significant influential evidences in the international Court of Justice for border conflict
resolutions in Nigeria and Africa, although reliance on maps alone is cautioned on as past
tribunals have placed reservations on some (Olademo et al. 2021). Since many Nigerian
farmers and herdsmen are uneducated and relatively poor, the western approach is fin-
ancially unattainable and as the use of archived maps influence strong conflict resolution
in both the western and African approaches, a review of how soil maps have been used
to suggest conflict resolutions is essential for the sub-research question.

In Nigeria, agricultural and zoning policies are based on geopolitical borders but with
population increase, tribalism, poor soil nutrient management and lack of monitoring,
border crossing for both farming and animal grazing has become an underlying cause
of the herdsmen- farmers conflict. (Wonah & Bullem 2019) explained how herdsmen
search of grazing lands resulted in cultural and religious affiliations, social life and mar-
riages amongst the settlers overtime, making maps of similar interest easy for conflict
policy dissemination through stakeholders education. This encouraged some to advoc-
ate for grazing bill to amalgamate these similar interests but opposing the suggestion of
legislating a grazing bill, spatial analysis of soil maps by (Amusan Lere 2017) showed
the bill will affect the Nigeria’s cultural diversity and aggravate the conflict thus orated
sedentary cattle ranching is better as a resolution. These soft approaches align with
both the food and agricultural organisation education in 2018 for Nigerian farmers, and
the conclusion of (Wonah & Bullem 2019) that success of such educational practises is
evidenced in the reduced Ghanaian farmers-herdsmen clashes although the effectiveness
relies on herdsmen willingness to be established in ranches but the ranch-settlement is
being vehemently resisted by the Nigerian fulani herdsmen body- The Miyelti Allah cattle
breeders association.

These soil maps use for conflict resolution tilt towards the ethnical African approach
and as it can be scientifically evidenced, the probable bias in this approach is greatly
reduced ,thus this project followed the educational suggestion based on machine learning
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classification soil textures.

2.2.2 Justifying Project Machine Learning Techniques- Global Soil Degrad-
ation Prediction and Classification

Predictive soil mapping, a sub-set of applied predictive modeling, is a cross-sectional field
of soil science, machine learning and statistics, that aims to produce the most precise and
impartial predictions of soil variables for specific requirements. Developing Composite
Soil Degradation Index (CSDI) of Nigerian cocoa agroecosystems, (Aderele et al. 2017)
used series of multivariate-statistical techniques on various soil samples of south-western
cocoa farms at a maximum soil depth of 20cm to predict and classify soil degradation, us-
ing factor analysis with principal component analysis and stepwise discriminant analysis,
to get the final four (4) key soil degradation indicators- Clay, CEC, Zinc and Organic
matter- with the classification validated with combinatorial data analysis and (Falaki
et al. 2020) computed quantitative area for Katsina state in Nigeria, using Landsat im-
ages and supervised classification and evaluated with accuracy and Kappa metrics of the
classified images and IDIRISI Kilimanjaro software used to predict desertification up to
year 2030. As spatial soil samplings of legacy data are driving and limiting factors to
DSM-model performances, (Lagacherie et al. 2020), in Tunisia, evaluated the impact of
these factors using Random Forest (RF) on varied soil sizes, spacing, distribution types
and varied legacy data handling, found that performance increased with large spacing,
complete and even distribution and local uncertainties were underestimated for sparse
samplings and vice-versa.

Leveraging on the benefits of machine learning (ML) scrutiny of complex data to re-
cognise unidentified variables patterns and compatibility with remote sensing data (RSD),
(Hengl et al. 2021) re-worked the 2017 African soil information system (AfSIS) project
by applying spatially-adjusted 2-scale ensemble ML technique to predict and classify
African soil nutrients, incorporating spatial point clusters analysis with sentinel-2 images
and extended with soil chemicals (pH and CEC) and physical properties (bulk density,
clay, sand and silt). The coefficient of determination (R2) result showed pH, clay and
SOC are most correlated for predictability with five-fold spatial cross validation showing
pH had the best prediction accuracy at the three depth levels of 0, 20cm and 30 cm
similar to (Pahlavan-Rad et al. 2020) in predicting soil water infiltration with RF and
multiple linear regression (MLR) where RF predicted better than MLR with root mean
square error (RMSE), MAE and 10-fold cross validation results. Likewise, (Yu et al.
2019) predicted and classified indicators of grassland degradation in West Jilin, China
using decision tree (DT), partial least squares regression (PLSR) and object-based image
analysis to measure spatial distribution of landsat OLI images, RF for variable selection
and regression for prediction and (Amuyou et al. 2022) predicted above-ground biomass
in Cross-river, Nigeria with sentinel-2 images and recursive wrap with inbuilt RF method
on vegetative and climatic variables, both used RMSE and R2 for evaluation to confirm
vegetative indices, topography, soil salinity and air temperature are important predictors
for soil degradation. To overcome the limitation of RSDs and hyper-spectral experi-
ments in under-estimating accuracies for large areas, (Peng et al. 2019) predicted soil
nutrient content in China, with three separate models- PLSR, Back propagated neural
network (BPNN) and Genetic algorithm-back propagated neural network (GA-BPNN)
to images and discovered GA-BPNN had best prediction accuracy, when GA was used
for optimisation with relative root mean square error (RRMSE) as evaluation metric.
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For experiments that used digital soil maps (DSM), (Baltensweiler et al. 2021) used
ML to produce DSM from legacy (paper) map data in Switzerland, across six (6) models-
lasso, robust external-drift kriging, geoadditive modelling, quantile random forest regres-
sion (QRF), cubist and support vector machines with each map model’s predictability
enhanced by weighted model average approach on multi-scale terrain variables, (pH, soil
organic carbon, clay, sand, gravel, soil density) and remote sensing vegetative cover data,
discovering QRF performed best from R2 result while (Haghighi et al. 2020) predicted
soil stability indices and SOC in Iran, using DSM for five (5) ML models (RF, k-nearest
neighbours (KNN), support vector machine (SVM), artificial neural network (ANN) and
the ensemble of four single models), trained with repeated 10-fold cross-validation method
and both found KNN and SVM models were best for SOC, RF best for soil stability in-
dex mean weighted diameter (MWD), and the ensemble model increased the prediction
accuracies for all and both used evaluation metrics of R2, RMSE, mean absolute per-
centage error (MAPE), mean absolute error (MAE), while (Haghighi et al. 2020) added
normalized RMSE (nRMSE), as extra.

Despite extensive soil studies, accurate mapping of DSM is still difficult, a challenge
picked up by (Chen et al. 2019) in predicting SOC in China where six (6) DSM models
were compared: geostatic models- ordinary kriging (OK), geographically weighted regres-
sion (GWR); ML models- multilayered perceptron neural network with back propagated
algorithm (MLPNN), SVM for regression (SVR); hybrid models- ANNkriging (ANNK),
GWRkriging (GWRK) with accuracy values found reducing in the order ANNK, SVR,
ANN, GWRK, OK and GWR with R2, RMSE, and MAE. Also ML and hybrid models
found to be more suitable for regional terrains and desperateness with environmental, soil
properties, climate, topography and RSD used as variables as (Guo et al. 2017) stated
GWRK better performed than partial least squares regression kriging (PLSRK).

Many of the ML techniques can be used for both prediction and classification as evid-
enced in the works of (Cho et al. 2023); (Pham et al. 2021); (Padmapriya. & Sasilatha
2023) to classify soil using (C4.5 DT); (Tree Algorithm, ANN and Adaboost); (Näıve
Bayes, KNN, SVM and Deep Learning) respectively all in India with evaluation based on
accuracy, precision, F1score, recall and confusion matrix. Although one main challenge
of DSM-complicated models, is the inability to clearly quantify and evaluate the import-
ance of each covariate of a model, researchers suggested accuracy of any ML-DSM-model
can be improved with model-diagnostic interpretation tools like partial dependence plot,
SHapley values, and permutation approaches for evaluating feature importance analysis
(Taghizadeh-Mehrjardi et al. 2021).

2.3 Comparison of Soil Degradation Reviewed Models

A comparison of the reviewed models that gave better evaluation result in each study
and relatable to this project’s objectives is presented in table 4 below. These models
were carefully selected for the project’s execution on the basis of the high result for
prediction and classification, the data sizes, capability to handle feature interaction and
non-linearity.

2.4 Summary of Findings and Identified Gap

The critical review unveiled small soil sample size does not debar the development of
models for machine learning techniques with clay, silt, CEC, SOC, PH, topography and
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Table 4: Reviewed Models Comparison
Experiment
Summary

Model
Types

Evaluation
Metrics

Results
Data
Size

Author(s)

Organic
carbon
prediction

Support
Vector
Regression

RMSE,ME,
R-squared

RMSE=8.61,
ME=1.63
R-sq=0.30

395
Chen et al.
(2019)

Organic
carbon
prediction

Random
Forest
Regression

RMSE, MSE,
ME, R-squared

RMSE=0.66,
ME= 0.02,
MSE=0.44,
Rsq=0.97

241
Zhang et al.
(2017)

Classification
of soil types

Tree
algorithm

Confusion
matrix

Classified
Training =328
Testing = 74

440
Pham et al.
(2021)

Multi-
labeled
soil
classification

Support
Vector
Machine
(SVM)

Accuracy (A)
Precision (P)

Recall (R)
F1-score (F)

Result ranges
A= 0.82 - 0.92
P= 0.84 -0.91
R= 0.83-0.89
F=0.86-0.91

Multi-
labelled
soil
classification

K-Nearest
Neighbour

Accuracy (A)
Precision (P)
Recall (R)
F1-score (F)

Result ranges
A=0.75 - 0.81
P= 0.71- 0.75
R=0.70 - 0.75
F= 0.69 - 0.78

Multi-
labelled
soil
classification

Naive
Bayes

Accuracy (A)
Precision (P)
Recall (R)
F1-score (F)

Result ranges
A= 0.76 - 0.81
P= 0.76 - 0.83
R= 0.76 - 0.80
F= 0.76 - 0.81

5938
Padmapriya
and

Sasilatha
(2023)

air temperature being the recurring important indicators for soil degradation across the
various studies and soil map attributes database can be used successfully to predict and
classify soil degradation with high accuracy irrespective of the geological, climatic or ve-
getative environment of the area of study. It also revealed soil PH is the most important
predictor for soil organic carbon (Zhang et al. 2017), (Hengl et al. 2021),- hence the
choice of soil PH as the dependent variable for this project.
Identified gaps are the inadequate use of machine learning techniques for farmers- herds-
men conflict resolution in Nigeria, the need to use model-diagnostic tools to enhance the
accuracy and interpretebility of model results, and quantifiably evaluate the interaction
between the soil components to suggest ‘how to replenish lost soil element(s).

3 Scientific Methodology and Design Flow Process

3.1 Introduction

Legacy soil data (paper maps) have been produced for years in majority of countries
but sadly such data information and knowledge are still currently fragmented and at
risk of getting lost if they remain in a paper format, hence the need to reproduce them
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digitally. The dataset used for this project is the Nigerian digital soil map and soil
database (NDSM) that was developed from the Nigerian legacy data, digitally processed
into consistent, non-spatial quantitative soil information of high resolution (Nkwunonwo
& Okeke 2013).

3.2 Soil Degradation Scientific Methodology

The scientific methodology pipeline followed in this project is the knowledge discovery in
database (KDD) which was modified into five (5) steps- Data download, Extraction and
transformation (ETL), exploration and pre-processing (EDA), modeling and analytics
then evaluation and results. These methodology steps are shown in figure 3.

Figure 3: Soil degradation methodology

3.3 Soil Degradation Design Flow Process

The design flow of this project shown in figure 4 below is the details of the implementa-
tion (i.e modeling and analytics) step of scientific methodology. Project’s objectives 2 – 7
were achieved after the first three (3) methodology steps in figure 3 while objectives 8 and
9 (including project’s second contribution) are fully achieved after these implementation
steps, although part of the variable interaction effect was tested during the pre-process
stage through the careful selection of non-linear models that had the capability to ac-
commodate non-linearity of the data.
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Figure 4: soil degradation design flow process

3.4 Extraction,Loading,Exploration and Data Pre-processing

Data analytic and science is about assessing, exploring and preparing a dataset for model
implementation while preserving the data integrity as much as possible. These aspects,
mentioned in 3.2, where the dataset was downloaded, how it was extracted, transformed,
loaded (ETL) and data integrity checked were discussed in 3.5, and the exploratory data
analysis (EDA) and pre-processing in 3.6. The pre-processing part that entailed the
checks for regression assumptions, attempts to correct the non-linearity, non-normality
and outliers removal, synthetic data generation and imbalance correction are all discussed
from 3.3.1 to 3.6.3 with 3.7 concluding this chapter. A visual overview of the first three
of the methodology steps are shown in figure 5 for further understanding.

3.5 Dataset Download,Extraction,Transformation and Loading

Data download: This is the first step of the methodology that was effected freely
from Mendeley.com repository on to a local desktop folder. The zipped downloaded file
had six(6) different ArcGIS files that can be split into the optional files with extensions
.prj, .sbn and .sbx and the compulsory files with extensions .shp, .dbf and .shx. The
project file (.prj) contains the metadata of the shapefiles without which you cannot get
the coordinates and projections of the maps while the spatial index file (.sbn) is used to
enhance spatial queries in conjunction with the spatial index file (.sbx) that speeds up
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Figure 5: First three (3)methodology steps of soil degradation prediction and classification
models

the shape loading. The main file (.shp) has the spatial vector data (polygons, lines or
points) that give the features its geometry, index file (.shx) is the search engine for the
shape index positions and dBase file (.dbf) is the database file for storing the shapefiles
features and shape IDs. The compulsory files were extracted, transformed and loaded for
this project.
Extraction, transformation and loading: This is the second step that incorporates
the data integration process of extracting data from a relational database (NDSM in this
case), transforming the various data (here, the .shx, .shp and .dbf files) into a unified
format (’.csv’ in this project) and loading into a target system (Jupyter notebook for
this project). The dataset file was unzipped to get the individual files separately for
extraction.
Main shape file (.shp): Several ‘R’ functions from different ‘R’ packages, including
shapefiles and raster, were used to extract the shapefile data and imported into Rstudio
using the st-read function (soilShape and soilIndex coding in the artefact). The file
showed 658 multipolygon rows as geometry attribute.This extracted geospatial file was
transformed, with R algorithms, into both Microsoft comma separated value files (.csv)-
to view the geocoding and microsoft excel worksheet file (.xl)- for headings, saved in a
local desktop folder and loaded into Jupyter notebook.
Index file (.shx): The same extraction, transformation and loading for the .shp files
was carried out for the .shx files giving same information which confirms data of both is
same and .shx just used for searching the geospatial index.
Database file (.dbf): The database tool pack – DBFviewer was used to view the
data in this file and as it is stored as a structured query language (SQL) database,
SQL commands were used to extract the 658 rows of the soiltypes table using the query
command, select*from soiltypes.dbf, from the schema. Figure 6 shows the dbf has 17
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columns of which Id is the only decimal and others are strings while figure 7 gives a
description of the attributes. This file was also transformed into a comma separated
value file (.csv), exported and saved in the same local desktop folder as the .shp and .shx
files then loaded into Jupyter notebooks. Both the .shp and .dbf files showed same data,
so only .dbf file was used for the modeling.

Figure 6: SQL- extracted attributes from DBFviewer schema

Data integrity check: Exploration of the loaded data showed all the 658 rows and 17
columns were uploaded and all features were of the same data type as in the database
except for variable ‘percentage’ that was strings in database but double (decimal) in
jupyter notebook. This is a minor difference that was corrected during pre-processing.
Several SQL command queries were executed in Dbf Viewer, to subset columns and rows,
for example, tested SQL query report B for soil pH range greater or equal to ‘6.0 -‘6.0’ with
corresponding id, soil texture and major crops was the same 161 rows when compared
with R-query A report in jupyter notebook with R codes :
SELECTid, soil − pH, soil − textu,major − cropFROMsoiltypes.dbfWHEREsoil −
pH >= 6.0− 6.0
and
soilSubset1 < −subset(soilDbf)(as.character(soilDbf [SOIL− PH])) >= 6.0− 6.0
soilSubset1[c(ID, SOIL− TEXTU,MAJOR− CROP )]
This confirms accuracy of the data conversion and upload.
Objective 6 of chapter1, sub-section 1.1 has been achieved.
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3.6 Exploratory Data Analysis and Data Pre-processing

3.6.1 Exploratory Data Analysis

Figure 7: Dataset attributes description

The exploratory analysis of the dataset identified,Soil pH variable (SOIL-PH), the
target is a continuous data, while variables‘Id’, ‘Mapping-un’and’distribution’ are numeric
and discrete and other predictors are categorical (stored as characters).These attributes
and description are shown in figures 6 and 7. Since‘id’ and ‘mapping-un’ are discrete,
they are both irrelevant to the modeling, and so are’pH-description’, ‘soil-class’ and
‘percentage’ since ’pH-description’ described the pH values and soil-class is a replication
of Soil-CLA-1. All these were removed during pre-process.

The explored bar charts showed ’ECOLOGICAL’ variable had varied spacing width
for the ’Rainforest’ labels and while checks for data imbalance showed all the variables
had data imbalance and there were no missing values (figure 8).

3.6.2 Data Pre-processing

The identified ‘id’, ‘mapping-un’, ’pH-description’, ‘soil-class’ and ‘percentage’ were re-
moved. The discovered varied spacing width for the ’Rainforest’ labels were corrected by
first converting the column to character then applied str-squish() and reconverted into
factors as seen in figure 9 .This pre-process eliminated prediction or classification bias.
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Figure 8: Dataset Non-missing values

Figure 9: Pre-processed ’Ecological’ variable- before and after

Regression Models Assumption Checks:
Although soil data is generally non-linear by nature, the dataset was tested for regres-
sion assumptions to ascertain and justify the choice of regression models used that do
not require the assumption of linearity. In spite the reviewed studies had small sample
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sizes that are akin to the data size of 658 except the classification models (table 4), this
project generated synthetic data, using copula, to augment the sample size to 5658 to
be similar to the benchmarked classification models and conducted in Jupyter notebook.
Independence: As the dataset was generated from the Nigerian legacy data that was
derived from varied soil sampling areas over 5 years, the assumption of independence
was assumed correct. However, statistically checking with chi square test, the p-value
was lower than the set alpha of 0.5 at 2.2 exp-16, meaning there is insufficient evidence
not to reject the null hypothesis that no existing relation between dependent variable,
SOIL-PH, and other variables, so relationship exists between SOIL-PH and at least one
of the independent variables. This violates the independence assumption.
Multicollinearity: This is to ascertain there is no correlation between the predictors to
avoid multiple influence on predictions and if any, to select the best predictor representing
the correlated variables. Here, xtabs() function was applied to the dataset, as they are
categorical, and contingency table with all the predictor values as zero (0) was the result,
meaning there is no multicollinearity between the predictors, therefore all can be used for
modeling. The data was converted to numeric values to asses via correlation matrix and
it showed the predictors are negligibly to marginally correlated, confirming result above,
with highest being absolute 0.418 between Suitability and Slope while Ecological had
highest absolute correlation of 0.189 with dependent soil PH, which is also negligible.
Thus no correlation for both within predictors and between predictors and dependent
variable. However, since correlation measures linearity, it is of no surprise that it is low
for this non-linear data, thus the two predictors (Suitability and slope) were not removed
yet for further tests. (correlation matrix is in the configuration manual).
Linearity: Since the remaining predictors are all categorical, linearity assumption is usu-
ally ignored, if other assumptions pass since categorical variables do not have measures in
the Euclidean space, so will always be non-linear. As independence check failed, linearity
relationship was checked with pair-wise test (configuration manual) and residual-fitted
plots (figure 10) which all showed non-linearity since the residual plots line did not cor-
rectly capture the data distribution violating linearity assumption.
Normality check: Shapiro-Wilk test was carried out on the original data because the
size was less than 5000 and many researchers adduced it is best normality test for such
sample size. The result showed that the tested dependent variable, soil pH with eco-
logical and texture predictors had p-values of 2.649 exp-13, 2.2 exp-16 and 2.2 exp-16
respectively, lower than alpha value set at 0.05 which was rechecked with Pearson chi-
square test (since it involves categorical variables and takes skewness into consideration)
with the three having 2.2 exp-16 each. This non-normality was visually confirmed with
residual- plots (figure 10) and histogram (figure 11) and thus the conclusion that there is
sufficient evidence the data sample is not from a population of normal distribution.

Outlier detection: Respective boxplots(figure 12) shows ‘Ecological’ and ‘Soil Tex-
ture’ have outliers presence like the qqplots in and cooks distance of residuals vs leverage
plots in figure 10.

3.6.3 Treatment of Outliers, Normality and Linearity

To transform the data to conform to the linearity and normality conditions of regression
models, the outliers seen in both the residual plots and box plots were statistically con-
firmed and removed before series of transformation algorithms were applied as discussed
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Figure 10: Soil degradation Residual plot

below.
Outliers Detection and Removal: Three sets of functions were applied to the dataset
as a whole; the first set was a function to transform the integer columns to numeric to
enable the other two functions work on the data. The second is an outlier detection
function based on the formula- ‘ inter-quantile range *1.5 ‘ where quantile 1 and quantile
3 were set as 0.25 and 0.75 respectively with inter-quantile range being the difference
between the two which was used to set the upper and lower quantile limits. This function
detected outliers as those data falling outside the quantile upper and lower limits based
on the quantile formula above. The third algorithm is an outlier removal function in the
form of a ’for-loop’ that called the outlier function above, and created another dataset
of ’no-outliers’ as it looped through each column and row of the numeric dataset which
effectively removed 112 rows of outliers. The loop-created new data was algorithmically
written to a .csv file that was saved on local desktop, loaded into Jupyter notebook and
rechecked for normality which was still not complied with. It means outliers were not the
root-cause of the non-normality.
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Figure 11: Soil degradation histograms
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Figure 12: Soil degradation box-plots
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Normality and Linearity correction: To transform the skewed variables and correct
the evidenced non-linearity, several log transformations were applied to the ’no-outlier’
dataset starting with Box-cox transformation that is believed to transform most distri-
bution types, unchanged the predictors’ distribution and linearity and worsened soil-ph
and major-crop, both formerly of near-normal distribution. Similarly to this outcome are
those of log base 10, square root, cube root and mix of squared and cubed interactive
variable transformations (figure 13). Since there was no success in the normality and non-

Figure 13: Box-Cox and cubed transformation plots

linearity transformations attempts, it is safer to claim Nigerian digital Soil Map dataset
is of non-linear and non-normal nature fitting the non-parametric models developed in
chapter 4.

3.6.4 Data Generation, Features Selection and Data Imbalance

For non-parametric models, large datasets are required to ensure smoothening and al-
though project’s data size is about those of the reviewed literature, this project synthes-
ised more data to fulfil the smoothening requirement.
Data generation was achieved with the use of copula algorithm to generate five thou-
sand (5000) more data giving a total of 5,658 observations. This algorithm was chosen
because it synthesises new data using correlation coefficients to emulate original data-
set’s non-linear dependences of the variables’ different distribution, correlation and data
types. The original dataset was pre-processed with VineCopula’s pobs() and BiCopSe-
lect() which gave bivariate copula family that suited each variable based on Bayesian
information criterion (BIC) and Akaike information criterion (AIC) and these family
numbers (0,1) were then used to generate the 5,000 new data with each par1 and par2
values then merged with the original data of 568 rows using rbind(), however, the original
data categorical predictors were earlier transformed to estimated numeric values based on
impact of each factor level on the dependent variable using SQL commands in tidymodels
package. Video explains further.
Features selection: Principal component analysis (PCA): Ascertaining variables to dis-
card, PCA was applied to know those features having major contribution to the dataset
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through scree plot, Eigen values, and significance of PCAs and result showed ecological,
suitability, soil class and soil texture (marginally) are insignificant. However, superior
regress of the predictors’ PCA on dependant, showed all 12 PCs are statistically signific-
ant. Figure 14 shows the scree plot showing only PC1 is relevant, having 95 percent of
the variance.

Figure 14: Soil degradation Screeplot

Outliers recheck and removal: Outliers were rechecked for and a total of 653 obser-
vations were removed leaving an NDSM dataset of 5,005 observations and 12 features.
Data imbalance: All the variables have data imbalance of various dimensions, especially
the target- ‘Soil-PH’. To mitigate prediction and classification bias, these were treated
using SMOTE() function from smotefamily package in R on randomly subsetted 30 per-
cent that yielded 2,997 observations and 13 features data used throughout the project.
This is to avoid clog caused by the high volume factors and several split ratios were
tried between the training and test data for the 70:30 to be the best fit for the SMOTE
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algorithm.

3.7 Conclusion

The soil degradation methodology for this project (figure 3) captured all the scientific
steps which is channelled to ascertain the two research questions were addressed with
which the objectives (tables 1-3) were tailored towards. The design flow process (figure 4)
detailed the implementation step and highlighted stages of achievement of the objectives.
A combination of different tools were used- DBF Viewer (A Structured Query Language
(SQL), R 4.3.1, Jupyter notebook (IR-Kennel), Tidymodels and Excel- to achieve the
download, data exploration analysis and data pre-processes. The modeling, evaluation
and results, model comparisons and variable interaction are discussed in the next chapter
4.
Objectives 1 -7 in chapter 1, sub-set 1.1 have been achieved.

4 Implementation, Evaluation and Results of Soil

Degradation Prediction and Classification Models

4.1 Introduction

As mentioned in chapter 3, this chapter discusses the implementation step where the
prediction and classification models were developed and respective analytics carried out.
It also describes the metrics used to evaluate the models’ performances with the results
of the models.
Implementations:
For this project, eight (8) models were developed- two prediction machine learning (Ran-
dom forest, for regression and Support vector machine for regression ) and six machine
learning (2 x K-nearest neighbour models ,Support vector machine, 2 x Näıve Bayes and
random forest), for classification. The chapter is split such that the implementation,
evaluation and result of a model are discussed for each model separately.
Evaluation Metrics Description:
For each data point of a dataset, a prediction is made by a model and so to check how
accurate the model is, the prediction error of the model needs to be calculated. From
the various reviewed literature the common evaluation metrics for prediction models are
MAE, MSE, RMSE, and R2 while those for classification models are accuracy, precision,
recall and F1 score. These metrics are explained below.

Mean absolute error (MAE): This is the actual difference between the recorded
data value (y-i) and the predicted data value (x-i) and MAE is arrived at when computed
for each data point and all the errors summed up and the mean of this sum is calculated,
expressed as:

MAE =
D∑
i=1

|xi − yi| (1)

where D is data sample size
Mean square error (MSE): This measures how good a model fits the data. The

smaller the MSE value, the closer the regression line is to the data meaning the lower the
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prediction error and calculated by squaring the MAE, as shown:

MSE =
D∑
i=1

(xi − yi)
2 (2)

Relative mean square error (RMSE): This is the most common metric used in
ML and the lower its computed value, the better. It is the Square root of MSE, giving
the prediction value deviation.
Accuracy: This measures how ‘correct on average’ a measurement of central tendency
is but not the absolute dispersion from actual data. The higher it is, the better as it
shows low error. As this project is a multiclass classification, accuracy in the confusion
matrix is the fraction of all classifications in percentage:

Accuracy =
TP + TN

TP + TN + FP + FN
(3)

Accuracy = Correct classifications / Total classifications

Where TP = True positive; FP = False positives; TN = True negative ; FN= False
Negatives
Precision: This measures how close several measurement of same data point is making
it a good measure of model reproducibility, thus high precision is better as it means low
error in reproducing the model even though it also does not tell how close the measure
is to actual data. It is calculated as:

Precision =
TP

TP + FP
(4)

Recall: This is the sensitivity result in confusion matrix and it is the measure of how
the model can correctly identify and retrieve the targeted data from a dataset and is
calculated as:

Recall =
TP

TP + FN
(5)

F1-Score: Technically, this is the harmonic mean of precision and recall which simply
means how accurate a model classifies a dataset. It is calculated as:

F1 =
2 ∗ Precision ∗Recall

Precision+Recall
=

2 ∗ TP
2 ∗ TP + FP + FN

(6)

4.2 Implementation, Evaluation and Results of Soil Degrada-
tion Prediction Models

4.2.1 Implementation, Evaluation and Results of Support Vector Machine
for Regression Model

Implementation:
Support vector machine for regression, SVR, is a non-linear machine

learning technique that uses kernels to convert the data to as near best fit
to linearity as possible except it uses values to predict unlike classification
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by SVM. It does not depend on data distribution and is used when the
target variable is numerical with its performance usually improved by fine-
tuning the cost (to avoid over-fitting) and value of epsilon (error) through
a grid search which trains the data via large number of models for selection
of the best.

For this project, SVR modeling was performed in Rstudio with pack-
ages e17071, caret, mass, kernlab, ggplot2, and lattice.
Two models were initially developed, one using the Polynomial kernel
(svmPoly) and the second using the radial kernel (svmRadial), to ascertain
the kernel to use for the modeling based on lower RMSE. The Polynomial
kernel (svmPoly) had a lower RMSE of 0.01 to radial of 0.50 and was se-
lected for the modeling, although it would have been selected if otherwise
because of the advantage of handling variable interactions which is one of
the contributions of this project.

The pre-processed and balanced data was loaded into Rstudio with
‘read.csv’. The dataset Index was split with the target column at 70:20:10
ratio of training:testing:validating respectively to get the associated data
samples used for the model.
A set of hyper-parameters were created from 10-fold cross validation (the
control value to mitigate model over-fitting) and tuning parameters (de-
gree, scale and center),from tunegrid function, to optimise the model’s
performance. The selected best parameters from different dataset subsets,
improved prediction errors of both test and validation data.
Evaluation and Results:

In line with the benchmarked work of (Chen et al. 2019), this project’s
SVR model was evaluated with RMSE, MAE and R2 as seen in figure 15.
The polynomial kernel was selected with the lower RMSE result (0.01) over
radial kernel RMSE of 0.50 and the advantage of feature interaction cap-
ability, if any. Prediction results of both testing and validating data are
very similarly good with near-zero prediction errors,(test-RMSE=0.011,
validate-RMSE=0.010) with similar pattern in MAE results of both. Coef-
ficient of determination,R2 of almost 1 means the model is a perfect fit for
the dataset and the independent variables statistically perfectly predicted
the dependent variable, soil pH.

There is the issue of over-fitting even though the control parameter was
to mitigate against this.
For feature interaction:the fact that the 10-fold cross validation resul-
ted in degree 1 for a non-linear data (yellow highlight in figure 15) indicates
a linear model meaning there is likely no features interaction and effect on
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this model or could be a way cross validation is minimising the error or
over or under fitting too. For this model, the choice of degree 1 shows no
feature interaction occurred.
The objective 8.1 (A) in chapter 1,sub-section 1.1 has been achieved.

Figure 15: Soil degradation support vector for regression model results

4.2.2 Implementation, Evaluation and Results of Random Forest for Regres-
sion Model

Implementation:
Random forest is a suit of decision trees that take random training data

samples, selecting random predictors as random initial variables to build
a model of combined multiple decision trees that gives more accurate pre-
diction decisions. It is a non-linear prediction and classification algorithm
whose accuracy is evaluated by the out-of-bag error (OOBE) percentage.

This project applied ‘caTools’, ’caret’ and ‘randomForest’ packages in
Rstudio to the loaded previously pre-processed and balanced data. The
random forest for regression modeling process was split into two- the first
part involved factorising the target, SOIL-PH, in to binary levels (ph
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values greater or equal to 0.5 = 2 and lower than 0.5 =1) to allow for
binary classification of the data which was necessary to select the op-
timal hyper-parameters (number of tree nodes (ntrees), tuning (tuneGrid,
mtry), times to retrain the model(trControl) and 10-fold cross-validation
(for resampling) that were all modeled under the ‘RMSE’ metric. These
parameters were used for the RF regression (2nd part) to fine-tune the
final model with split data of train (0.7), test (0.2) and validate (0.1) and
SOIL-PH not factorised this time. The trained model was used to predict
the test and validate data that both resulted in high evaluation metrics
(RMSE,MAE,MSE and R2).
Evaluation and Results

The evaluated error metrics of the Random Forest for regression model
all gave approximately zero values meaning the prediction accuracy is very
high (accuracy not evaluated here as Rf was used for regression) and the
error rate by tree plot backed this up with the tuning cost of 0.5 being
that with lowest RMSE. R2 at 0.99 shows the predictors are statistically

Figure 16: Soil degradation random forest for regression model result
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significant in predicting soil ph at a level seen from the variable import-
ance plot where soil depth, suitability and major crops of the area are the
topmost three, (in descending order) and ecology is the least relevant to
soil ph (figure 16)
The objective 8.1(B) in chapter 1, sub-section 1.1 has been achieved.
Objective 9.1 in chapter1, sub-section 1.1 has also been achieved.

4.3 Implementation, Evaluation and Results of Classification
Models

4.3.1 Implementation, Evaluation and Results of K-Nearest Neighbor Mod-
els

Implementation:
K-Nearest Neighbour (KNN) is a supervised non-parametric ML tech-

nique that uses the ideology of grouping together data that are nearest
to each other to predict and classify a dataset. It is referred as non-
parametric because it does not rely on the assumption of any distribution
and as such, can be used on a wide variety of dataset type with the value
of the ‘k’ determining the number of data points to be considered nearest
to each other based on preset distance metric which could be Euclidean or
Minkowski or Manhattan.

For this project, KNN was effected in Rstudio with R-packages ‘e1071’,
‘caTools’ and ‘class. The loaded pre-processed and balanced data was sub-
setted to remove the target column and normalized. This normalized data
was split into training-0.8 and testing data -0.2 (Train.knn and Test.knn)
while the target variable (SOIL-PH) was first transformed into factors of
binary levels, with ph value of 0.5 being the partition, then used as the
classifier labels after being split like the predictors.
The rule of thumb that value of k should be square-root of the training
rows, prompted the building of two sub-models of k=48 and k=49, compar-
ison of which led to random selection of k-value=48 used for modeling with
knn() since they both had same accuracy of 0.99and same mis-classified
total of 4. To avoid a clog on the system, a function was created to calcu-
late the evaluation metrics of accuracy, precision, recall and f1-score based
on the statistical formulae.

Two KNN models were developed, one to classify the soil ph to
compare with project’s models and the second to classify soil textures
to compare the project’s result with existing benchmarked models. Both
models gave high evaluation metrics with the soil texture model,having soil
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texture variable grouped into four (ClayLoam, Loamyfinesand, Sandyclay
and Siltyclay) to be as near the benchmarked model’s classified groups
metrics while soil PH model has soil PH variable factored into binary
level.
Evaluation and Results:

Results seen in figures 17 and 18, show that the classified soil pH has
high accuracy, precision, recall and F1 score and the confusion matrix
confirms the soilPh model is a good fit as only 4 points were mis-classified.

Figure 17: Soil degradation K-nearest neighbour models results

The objective 8.2(C) in chapter 1, sub-section 1.1 has been
achieved.

4.3.2 Implementation, Evaluation and Results of Support Vector Machine
Model

Implementation:
Support vector machine (SVM) is also a supervised ML method that is

used for both classification (SVM) and regression (SVR) ideas but more
for classification problems. The principle of SVMs are based on discovering
best hyperplane that best separate data to classes, for example, two linear
data classes- straight line and hyperplanes using kernel functions, for non-
linear data, and the further away the data points are from the hyperplanes,
the clearer the classification. Though it gives high accuracy, works better
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Figure 18: Soil degradation K-nearest neighbour models confusion matrices

with small size dataset and use of training subsets makes it efficient, it
is less suitable for noisy datasets and kernel choice will determine the
classification effectiveness of the non-linear data. Equations (7) and (8)
are respectively for linear SVM and RBF kernel non-linearity function

f(x) = wTx+ b (7)

k(w, x) = e(−||xi − xj||n

2(σ2)
) (8)

Where wT is the weight vector, x, the data and b, the coefficient from
training data, n is sample size and sigma the kernel variance. SVM al-
gorithms suit this project for the above pros and cons with original size.
For this project SVM was carried out in Rstudio with package e17071,caret
and ggplot2. The pre-processed balanced data was normalised, split into
train and test data (80:20), then model fitted and predicted using ksvm()
to enable choices of kernels. Algorithm chosen kernel, radial basis func-
tion (RBF) (for data non-linearity), and polynomial kernels (for both non-
linearity and feature interactions were tested resulting in evaluation of
three (3) SVM models with the polynomial model chosen due to the
project’s contribution, even though it is not the optimal model.
Evaluation and Results:

Results of the Support Vector Machine (SVM) model is presented in
figure 19. The polynomial kernel was chosen because of the feature inter-
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action advantage out of the three models although the balanced accuracy
values are almost same.
This model has near to 1 values for the evaluation metrics with very low
mis-classified points 6 in total which is backed with the low false positive
rate of 0.03 testifying to the classification accuracy and high recall (sens-
itivity of 0.997, making this model a good fit to the dataset

Figure 19: Soil degradation support vector machine model results and confusion matrix

The objective 8.2(D) in chapter 1, sub-section 1.1 has been achieved.

4.3.3 Implementation, Evaluation and Results of Non-Parametric Naive Bayes
Models

Implementation:
This is another supervised kernel classifier that relies on the probab-

ility and Bayes theorem with a strong näıve assumption of independence
amongst the variables. As a kernel-based algorithm, it affords the option
to be used as classifier for different distributions, making it suitable for
non-linear datasets. Näıve Bayes gives the conditional probability of an
event A based on the fact that occurrence of another event B has happened
and mathematically represented in equation (9) as:

P (B|A)P (A)P (A|B) = P (B) (9)

Where: P(A—B) = conditional probability of A given B occurred, P(B—A)
= conditional probability of B given A occurred, P(A) = probability of
event A occurring, P(B) = probability of event B occurring.
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For this project, Näıve Bayes’ kernel density estimate (KDE) was the
chosen kernel with usekernel set to ‘True’ and Poisson set to ‘False’. The
KDE ensures non-parametric measures are used to get the probability es-
timates while Bernoulli equals ‘True’ ensured the factored target is treated
as discrete. The pre-processed, balanced data was loaded in to Rstudio
and with e1071, caTools, ggplot2 and caret packages was normalised and
split into train (0.8) and test (0.2) data with the target variable factor-
ised and transformed to binary level with 0.5 being the partitioning point.
Two models were built- one for classifying Soil ph (to compare with
other models of the project) while the second classified the soil textures
(to compare with the benchmarked work of (Padmapriya. & Sasilatha
2023). The two models performed highly as detailed in evaluation section
below.
Features interaction effect could not be tested for these models
as Naive Bayes algorithm could not handle interaction terms.

Evaluation and Results:
Evaluated result of the two models are seen in figures 20 and 21 and both

appear to be over-fitted with accuracy being 0.98 (for the model classifying
soil ph) and 1 (model classifying the soil textures grouped to be similar
to the benchmarked model) like the other metrics. The confusion table
of the soil pH model is very good at few mis-classifications unlike the soil
texture model that had for only two of the soil texture groups, albeit low
and nil value for others. This could be as a result of the probabilistic nu-
meric conversion of the categorical variable, by tidymodels package, which
gave near zero values as such it is possible those soil texture types were
accurately predicted too.

The objective 8.2(E) in chapter 1, sub-section 1.1 has been
achieved.

4.3.4 Implementation, Evaluation and Results of Random Forest for Classi-
fication Model

Implementation:
Random forest is a suit of decision trees that takes random training

data samples, selecting random predictors as random initial variables to
build a model of combined multiple decision trees that gives more accur-
ate prediction decisions. It is a non-linear prediction and classification
algorithm whose accuracy is evaluated by the number of trees per error.
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Figure 20: Soil degradation Naive Bayes Soil PH model results and confusion matrix

This project applied ‘caTools’and ‘randomForest’ packages in Rstudio
to the loaded previously pre-processed and balanced data. The start of the
random forest for classification modeling was with the split of the data in
to train (0.8) and test (0.2) and target, SOIL-PH factorised and converted
into binary levels at which 0.5 was the partition.
The randomForest algorithm was passed to the train set to create the
model that was used to classify the test data. Evaluated result and con-
fusion matrix are discussed in result evaluation.
Evaluation and Result:

Result of the classifier model is seen in figure 22 below which showed
perfect 1 for all the evaluation metrics as evidenced with the confusion
matrix which showed zero mis-classified class. This is buttressed by the
number of trees error plot which confirmed the result as the error rate
stabilised at almost 0.005 at about 50 number of trees.
The objective 8.2(F) in chapter 1, sub-section 1.1 has been achieved.
Objective 9.2 in chapter 1 subsection 1.1 has also been achieved.

4.4 Implementation, Evaluation and Results of Checking for
Features Interaction

4.4.1 Implementation

In the review of the production of the Nigerian digital soil map dataset,
the authors declared features interaction was neither checked nor accoun-
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Figure 21: Soil degradation Naive Bayes soil texture model results and confusion matrix

Figure 22: Soil degradation random forest for classification model results and confusion
matrix
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ted for, an objective this project achieved. The machine learning mod-
els used for this project automatically accounted for features interaction
through the selected polynomial kernels (support vector machine, sup-
port vector machine for regression), recursive conditional splitting (ran-
dom forest),‘kernel density estimate (non-parametric Näıve Bayes) and
although K-nearest neighbour does not directly account for feature inter-
actions, the distance-based approach using similarity in observations of all
variables imply consideration of feature interaction. This project went fur-
ther to check the interaction for each model using a modified linear model
(equation 10) where polynomials were added for the data non-linearity and
degree2 introduced to account for all possible interactions in the data.

lm(Y X + I(X2)) (10)

Where: Y= Dependent variable X= Predictor I = Polynomial interac-
tion term

4.4.2 Evaluation and Results

The result of the interaction algorithm pvalues showed geology,vegetation
and major crop had meaningful interaction in the data while drainage slope
and soil texture have marginal interaction, and further analysis using AN-
OVA showed those variables have pvalues less than 0.001 which confirms
the high presence of interaction amongst them. figure 23 is an example of
the ANOVA result for interaction check between geology and vegetation
variables. It is clearly seen that the effect of the interaction of the two vari-
ables on the variation of the model outcome is fairly okay at a partial sum
of squares value of 7.02. However it is worthy to note that the inability
to correctly quantify these interactions have been a challenge in machine
learning based digital soil map predictions (Taghizadeh-Mehrjardi et al.
2021).

The objective 8.3 in chapter 1, sub-section 1.1 has been achieved.

4.5 Conclusion

The developed prediction and classification soil degradation models will
enable Nigerian government to educate farmers on how to replenish lost
soil-elements, invest in the right type of vegetation suitable for the soil
types and assist policy designs in formalising suitable grazing route for
the herders for both dry and wet seasons which would be government-
monitored not to encroach on the farmers land and vice-versa , thereby
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Figure 23: Result sample showing interaction effect of geology and vegetation variables

minimising conflicts as both parties are likely to trust a data-based decision
over human due to historical bias.
All the objectives have been achieved at this stage except the
objectives on model comparisons which are going to be done in
the next chapter 5.

5 Comparison of the Developed Prediction and Clas-

sification Models and Discussion

This chapter presents a comparison of the developed models, existing mod-
els and discussions.

5.1 Comparison of the Developed Prediction Models and Dis-
cussion

It can be seen from table 5 below that the evaluation metrics of random
forest algorithm used for regression purposes are better than that of the
support vector algorithm used for regression purposes, albeit marginally,
except for the coefficient of determination which support vector regression
had a higher value. This means with the lower error values random forest
for regression ranks higher in performance to support vector machine for
regression.
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Table 5: Comparison of the Developed Prediction Models

Project Prediction Models
Model Types

Model
Metrics

Support
Vector for
Regression
SVR

Random
Forest
Regression
RFR

Ranking:
if
RFR=1
SVR=2

RMSE 0.01 0.0059 1
ME 0.0097 0.001 1
R-squared 0.9999 0.9994 2

5.2 Comparison of the Developed Classification Models and
Discussion

When the classification models were ranked, random forest method used
for classification also topped the rank amongst the classifications of soil
pH (table 6) in all the metrics.
For the other four models; support vector machine is the best in accuracy,
k-nearest neighbour best in recall and naive bayes best in precision. Since
the models’ algorithms are based differently, assessing on unified F1 score
still made random forest the best closely by k-nearest neighbour, then
support vector machine and naive bayes.

Table 6: Comparison of the Developed Classification Models
Project Classification Models

Model Types

Model
Metrics

Support
Vector
Machine
SVM

Random
Forest
Classification
RFC

K- Nearest
Neighbour
(Two Models)
KNN

Non-parametric
Naive Bayes
(Two Models)
NB

Ranking:
if
SVM=1
RFC=2
KNN=3
NB = 4

Soil pH
Soil
pH

Soil
pH

Soil
Texture

Soil
pH

Soil
Texture

Soil pH

Accuracy 0.9999 1 0.9933 1 0.9183 1 2
Precision 0.9887 1 0.9912 1 1 1 2
Recall 0.9977 1 1 1 0.8901 1 2
FI-Score 0.9932 1 0.9964 1 0.9419 1 2
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5.3 Comparison of the Developed Prediction Versus Classifica-
tion Models and Discussion

Comparing the models used for both prediction and classification types,
(SVR,SVM,RFR,RFC) the metrics showed they are all comparatively good
but with Random forest classification having 1 all through only means ran-
dom forest is better for classification than for prediction. The models have
very high scores in respective metrics and are comparable. The prediction
type models have negligible error values which indirectly mean they are
of high accuracy, even though accuracy was not evaluated for prediction
type and vice-versa for the classification models. Therefore, the developed
models are of high performance and good fit to the dataset.

5.4 Comparison of the Developed Models Versus Existing Mod-
els and Discussion

Classification models:
The developed classification models benchmarked against multi-labelled
soil types,the work of (Padmapriya. & Sasilatha 2023), were classified with
different classifiers of which support vector machine, k-nearest neighbour
and naive bayes were relevant to this project in terms of similarity of
the classified soil types (clay, silt,loam,humus).For machine learning and
comparison basis, this project synthesised data to be within same data
size region of the models,(existing model=5938, project-5,568).

Table 7: Comparison of the Developed Classification Models Versus Existing Models
Developed Classification Models Versus Existing Classification Models

Support Vector
Machine

K- Nearest
Neighbour

Naive Bayes
Tree
Algorithm

Model
Metrics

S
V
M

Labelled
Soil
Classifier

K
N
N

Labelled
Soil
Classifier

N
B

Labelled
Soil
Classifier

R
F

Soil
Types
Classifier

Soil
pH

Soil
Types

Soil
Types

Soil
Types

Soil
Types

Soil
Types

Soil
pH

Soil
Types

Accuracy 0.99 0.92 0.99 0.81 0.91 0.81
Precision 0.98 0.91 0.99 0.75 1 0.83
Recall 0.99 0.89 1 0.75 0.89 0.80
F1-Score 0.99 0.91 0.99 0.78 0.94 0.81
Confusion
Matrix

Test = 1 Test=0.84

The existing model classified the individual soil types and evaluated
separately for all the models, unlike this project, so the existing model’s
highest score for each metric is used to compare.
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The results of this project are substantially higher than those of the ex-
isting models across the metrics, as seen in table 7. This difference is
more significant between existing models and developed K-nearest neigh-
bour, Naive bayes and random forest models that classified soil types while
support vector machine that classified soil pH has little differences in the
metrics.This could be as a result of the data source difference; existing
models used fresh soil samples, a method exposed to many live counter-
factors and this project used data from a paper primary source that is
subject to clarity and transformation risk.
Another plausible reason for this could be that the existing models exper-
iment used soils high in pH size (being recent with climatic effects and
different countries). Overall, both the existing and developed models had
very high metrics evaluation, making them a good fit.
Prediction models: Assessing these two models types also showed steep
differences in the evaluation metrics with the developed models having
much higher values (table 8 refers). While the existing models values ap-
pear to be relatively good considering the fact that soil by nature is spatial,
the developed models values appear to show ’over-fitting’ which is expec-
ted with the source being a static one and the production of paper maps
is known to be prone to loss of spatial variability (Grundy et al. 2020).

Table 8: Comparison of Developed Prediction Models Versus Existing Models

Developed Prediction Models Versus Existing Models
Model
Types

Support Vector for
Regression

Random Forest for
Regression

Model
Metrics

Support
Vector
Regression

Organic
carbon
prediction

Random
Forest
Regression

Organic
carbon
prediction

Soil
pH

Soil
Carbon

Soil
pH

Soil
Carbon

RMSE 0.99 8.61 0.99 0.66
R-Squared 0.98 0.30 0.99 0.97
ME 0.99 1.63 1.00 0.02
MSE 0.99 N/A 0.99 0.44

Again with both the developed and existing models having high metrics,
they are both fit models for the classification and prediction as confirmed
by the high R-squared of both developed and existing random forest models
indicating good fit although that cannot be said about the existing support
vector model.
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The objective 9.3 in chapter 1, sub-section 1.1 has been achieved.

5.5 Learning Outcomes and Limitations

The major learning outcome from this research is the honing of data ana-
lytical skill sets for prediction and classification modeling field of data
science especially for the aspect of non-linear, non-normal data of spatial,
irregular nature. It also improved research and project management skills
giving way to expertise and confidence in data analytics in data science.

The limitation is on the restricted choices of machine learning methods
that could be used with this dataset, for example, the geostatic methods
could not be modeled because the dataset did not have the geographic
data required.

6 Conclusion and Future Work

The advent of events over the past decades on climate changes, negative
natural causes and human-induced actions all have had impact on global
food security resulting from soil degradation, which spurred the interest in
this project in the quest to finding solutions to Nigerian food insecurity,
consistent farmers- herders conflict and assist Nigerian government in the
pledge of making Nigerian farmers economically viable again.

To achieve these quests, this project’s experiments were set to answer
both the main research question of - How well would the machine learn-
ing models (Random Forest for Regression, Support Vector Machine for
Regression) predict soil pH as key indicator of Nigerian soil degradation,
using the Nigerian digital soil map attributes, to support the plans of Ni-
gerian government towards food security and improve the economic power
of farmers in Nigeria?
Sub-Research question of - To what extent can the classification models
(K-Nearest Neighbour, Support Vector Machine, non-parametric Naive
Bayes and Random Forest) help with enhancing classification of soil tex-
ture and soil PH level which will lead to reduction of soil degradation and
sustainable farm management, making grazing routes and lands available
for herdsmen, which will invariably mitigate the farmers-herders conflicts?

The set objectives to answer these research questions were all achieved
following a modified knowledge discovery in database methodology. It
started from the critical review of soil degradation literature between 2017
and 2023 where relevant and suitable existing models were selected (ob-
jective 1) and from which it was discovered that soil pH is a very good
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indicator of soil organic carbon which is key causative factor to soil de-
gradation. The Nigerian digital soil map dataset was acquired, extracted,
transformed and pre-processed to be compatible with machine learning
algorithms while data accuracy and integrity were ensured (objectives 2-
6) then exploratory analysis and further pre-processes of the data (object-
ive 7) unveiled the data was non-linear and did not follow the Gaussian
distribution but all attempts to get it to conform were conteractive, hence
the choice of developing non-linear models.

The developed prediction and classification models covered objective 8
ensuring those models had the capability to handle feature interactions,
being one of the contributions of this project. This interaction identifica-
tion was carried out with ANOVA which revealed the variables with inter-
activity, level of interactivity with parameters like partial sum of squares,
mean square, F- statistics all which could be used to quantify the effect of
such variable interaction on the variability of the outcome. This achieved
objective 8.3.

The eight (8) developed models successfully predicted soil pH and clas-
sified soil textures with very high evaluating metrics (near-zero values for
the error metrics and approximate 1 for coefficient of determination, accur-
acy, precision, recall and f1-score). It was discovered the existing models,
from objective 1, had steeped differences for both prediction and classi-
fication models, when metrics were compared with those of the developed
models, especially for the soil types classifier models. This could be down
to many reasons some of which are discussed in model comparison section,
achieving objective 9.
With the success of this project, the research questions can be answered
thus:
Research question- The machine learning models have accurately predicted
soil pH with extremely low error rate, using the Nigerian digital soil map
dataset,so the plans of the Nigerian government towards food security and
improving farmers economic power can be supported with the models.
Sub-Research answer: Since the classification models accurately classified
the soil textures and soilPh with approximately perfect accuracy, the mod-
els can be used for Nigerian soil classification to educate the farmers on the
type of crops that suits the soil type thereby reducing the need of farmers
fallow land which herdsmen can use for grazing, thereby mitigating the
conflicts while the farmers economic power increases.

Future Work: As successful as the project experiments are, some im-
provements would be useful, for example the use of deep learning methods
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like Genetic algorithm- back propagated neural network (GA-BPNN). It
was mentioned in many of the literature reviewed as exceptional in per-
formance but could not be used as it was out of the project’s scope.
It will also be helpful if model-diagnostics can be used to algorithmically
and correctly quantify the effect of variable interaction which could be a
solution to the possible over-fitting results of the models.
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