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1 Introduction 
 
Python was implemented to create algorithms based on machine learning and Deep Learning 
techniques for Stroke Prediction Research. In this manual, the system's specs and usage are 
described in depth. 
 
2 Technical Specifications 
 
2.1      Hardware Required 
 
System Software: Windows 10, 64 bits. 
 
RAM:   12 GB 
 
These are the only hardware-related criteria that have been met. 
 
2.2         Software Required 
 
You'll require to have Anaconda Jupyter Notebook installed to run the Python code. At the 
command prompt, type cd /some folder name to access the start-up folder. Enter jupyter 
notebook in the keyword search box to launch the Jupyter Notebook app. A fresh page or 
window in your browser will open with the user interface for the laptop. 
 
Computation Syntax: Python 
 
The most recent version of Anaconda, 5.0.0, as well as the Jupyter Notebook modifications it 
offers, are necessary since they let users define environment-specific kernels from the Jupyter 
Notebook interface. Designed to simplify package management and deployment, 
the anaconda is a package management system of the Python and R computational science 
programming languages. 
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                           Fig 1: Anaconda Navigator Window 
 
3.     Collecting Dataset 
 
The dataset can be obtained at https://www.kaggle.com/datasets/prosperchuks/health-dataset. 
There will be a file called Diabetes, Hypertension, and Stroke Prediction Dataset there, and 
downloading it only requires a single mouse click. 
 

 
 
                       Fig 2: Kaggle Dataset Repository 
 
4.     Downloading data for Jupyter Notebook: The dataset must first be 
saved on any system-available local drive. It was saved as an archive because it has 3 
datasets, so I separated it to take the dataset I needed. 
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                                 Fig 2: My Download Drive held the dataset. 
 
You can use the ANACONDA navigator to open the Jupyter Notebook version. The software 
used for the development of the notebook version makes use of the Python programming 
language. 
5.        Package Installations and Library Importing 
 
The following libraries were utilized in this study for data pre-processing, model 
construction, and model evaluation: 
 

 
 
     Fig 3: Imported Libraries and Packages 
 

 
 
         Fig 4: Imported libraries and Packages 
 
To create frameworks for Stroke Prediction Using Model Comparison and Feature Selection, 
these libraries were imported into the Jupyter Notebook. 
 
Figure 5 illustrates the process of installing the Boruta, TensorFlow, Keras, lightgbm, 
mlxtend, and Plotly packages. Installing this package is required to predict stroke. 
 

 
            Fig 5: Package Installation 
 
As seen in Figure 6, the data is initially inserted through the Data frame and confirmed. 
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                              Fig 6: Caption Data File 
 
 
6.    Checking For Zero Values in some Features and Replacing 
them with Median 
 

 
               Fig 7: Checking And Replacing the Zero Values 
 
7.            Exploratory Data Analysis 
 

 
               Fig 8: Code for Stroke Proportion Bar Plot 
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Figure 8 shows the percentage of people who have experienced a stroke compared to those 
who have not. 
 
7.1.       Analysis of All the Features   
 

                
                 Fig 9:  Code for Histograms of all the Features 
 
 
8.        Implementation and Evaluation 
 
 
 
 
8.1.       Feature Selection 
 
Three feature selection was used to select important features by eliminating the features that 
are relevant to stroke predictions. 
 
Boruta Feature selection model 
 

 
 

 
             Fig 10: Code for implementing Boruta. 
 
SelectKBest Feature Selection Model 
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Fig 11: Code for Implementing SelectKBest. 
 
 
 
Exhaustive Feature Selection Model 
 

 
                  Fig 12: Code for Implementing Exhaustive Model 
 
All the models were hyper-tuned with RandomSearchCV and these are the codes we used on 
each model and their estimators 
 
Gradient Boosting Classifier (XGB) 
 

 
Fig 13:  XGB Hyperparameter Tuning. 
 
Figure 13 shows the code for utilizing RandomSearchCV and 10-fold cross-validation to 
discover the optimal parameters for XGB. The n_estimator for XGB is 100. 
 
AdaBoosting Classifier (Adaboost) 
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Fig 13: Adaboost Hyperparameter Tuning. 
 
Figure 13 shows the code for utilizing RandomSearchCV and 10-fold cross-validation to 
discover the optimal parameters for the Adaboost classifier. The n_estimators for the 
Adaboost classifier is 50. 
 
Light  Gradient Boosting Classifier (LightGBM) 
 

 
Fig 14: LightGBM Hyperparameter tuning. 
 
Figure 14 shows the code for utilizing RandomSearchCV and 10-fold cross-validation to 
discover the optimal parameters for the LightGBM classifier. The n_estimators for the 
LightGBM classifier is 300. 
 
Random Forest (RF) 
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Fig 15: Random Forest Hyperparameter Tuning 
 
Figure 15 shows the code for utilizing RandomSearchCV and 10-fold cross-validation to 
discover the optimal parameters for the Random Forest classifier. The n_estimators for the 
Random Forest classifier is 200. 
 
Artificial Neural Networks (ANN) 
 

 
Fig 16: Artificial Neural Network Hyperparameter Tuning 
 
Figure 15 shows the code for utilizing RandomSearchCV and 10-fold cross-validation to 
discover the optimal parameters for the Artificial Neural Networks.  
 
 
9. Conclusion 
  
You can adhere to the following steps to carry out the complete piece of code in Jupyter 
successfully. The system's 12 gigabytes of random-access memory guarantee that the code 
will run more swiftly and without hiccups. 
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