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1 Introduction

This configuration manual lists all hardware and software requirements to replicate the
results of the research. A step-by-step guide taken from data acquisition to model imple-
mentation are described in this manual.

2 Hardware and Software Configurations

The model used for this study is OpenAI’s davinci, which is a large language model,
and fine-tuning such large pre-trained LLMs is a computation-intensive task. Selection
of appropriate resources helps in the efficient execution of code. The entire framework
from data gathering to model evaluation is done on the AWS EC2 instance with ubuntu
AMI. Figure 1 shows the aws EC2 instance details used for the experiment.

Figure 1: EC2 Instance Details
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For the experiment ‘Python’ is used as the programming language. Table 1 details
the libraries used and their respective versions.

Library Version
openai 0.27.8
bs4 0.0.1

pandas 2.0.3
numpy 1.25.0

sacrebleu 2.3.1
nltk 3.8.1

Table 1: Python libraries and versions

3 Dataset acquisition

TICO-19 dataset Anastasopoulos et al. (2020) is publicly available for advancing the re-
search and enhancing machine translation for Covid-19-related information. The dataset
contains domain-specific terminologies and translated sentences that can be used for eval-
uating the model output. Terminologies are available in sgm files and are to be extracted
by hierarchically selecting the correct tag and attribute. Once terms are extracted, these
are fed to a generative AI model to generate a parallel corpus(source and target language
statements) which finally acts as the input for the research. Generating parallel corpus
is an iterative process and repeated depending on the model’s translation accuracy.

4 Project development

Only the most crucial, necessary steps have been discussed in this section. The imple-
mentation of the study is divided into four subsections. The code is available on github1

The folder structure followed for executing the code is as follows:

1. /home/ubuntu/thesis/data

2. /home/ubuntu/thesis/data/input/

3. /home/ubuntu/thesis/data/output/

4. /home/ubuntu/thesis/script/

5. /home/ubuntu/thesis/fineTune/

4.1 Generating training data

1. Install the libraries mentioned in Table 1 using command pip install library name

2. Sign up at OpenAI 2 for accessing the API and generating the API key. This will be
a paid service. Update the key in the generateText.py script available at location
/home/ubuntu/thesis/script.

1https://github.com/shweta-0511/fineTuningDavinci/tree/master
2https://openai.com/blog/chatgpt
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3. Download the input file test.en-fr.fr.sgm from TICO-193. Figure 2 shows the sample
records from the sgm file for terminology extraction. Upload the file to location
/home/ubuntu/thesis/data/input/.

4. Execute script generateText.py, to extract terms and call API for synthetic text and
its translation. Update line 62 in the script with chosen source language and line 101
with the chosen target language. Use command python3 /home/ubuntu/thesis/script/generateText.py,
Figure 3 shows the generated parallel corpus store in a csv file.

5. Upon successful execution the script will generate a csv file at the location
/home/ubuntu/thesis/data/output/

Figure 2: Sample data in TICO-19

Figure 3: Parallel Corpus

4.2 Fine-Tuning the model

Once data is generated. The next step is to transform the data into the correct format
for fine-tuning the model.

1. Execute script fineTuneData.py to convert csv to JSON. Use command
python3 /home/ubuntu/thesis/script/fineTuneData.py,

2. Upon successful execution the script will generate a JSON file at the location.
Figure 4 shows the sample data from the transformed file.
/home/ubuntu/thesis/fineTune/data/

3. Set OpenAI key using command export OPENAI API KEY=”your API key”

4. Execute command to start data transformation.
openai tools fine tunes.prepare data -f /home/ubuntu/thesis/fineTune/data/data.json

5. Read the prompt and enter Y or n to accept or reject the transformations.

3https://www.statmt.org/wmt21/terminology-task.html
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6. Upon successful completion, the jsonL file is written at the location.
/home/ubuntu/thesis/fineTune/data/.
Figure 5 shows the sample data from jsonL file. This will be the input for fine-tuning
the model.

7. Execute command to start fine-tuning.
openai api fine tunes.create -t /home/ubuntu/thesis/fineTune/data/data prepared.jsonl
-m davinci

8. Execute command to resume fine-tuning in case execution is interrupted.
openai api fine tunes.follow -i fine-tune id returned by last command

9. Execute command to get the status of fine-tuning process.
openai api fine tunes.get -i fine-tune id
Wait and rerun the command until the status changes to completed and the fine-
tuned model name is returned. Nomenclature followed davinci:ft-personal-YYYY-
mm-dd-hh-mm-ss

Figure 4: JSON data for fine-tuning

Figure 5: JsonL data for fine-tuning

4.3 Generating evaluation data

Once the model is fine-tuned. The next step is to download and upload test data and
generate translations using the models for comparison.

1. Download and upload blind test.en-fr.en.sgm at location
/home/ubuntu/thesis/data/input

2. Execute script generateTestData.py using command
python3 /home/ubuntu/thesis/script/generateTestData.py.

3. Upon successful completion the script will generate csv file containing the source
language sentence and translated output from the three models at the location.
/home/ubuntu/thesis/data/output
Figure 6 shows the sample data from the evaluation data generated.
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Figure 6: Evaluation Data

4.4 Evaluating the model output

The last step is to evaluate the translation quality.

1. Download and upload test.en-fr.tsv file at the location.
/home/ubuntu/thesis/data/input.
Figure 7 shows the sample records from the file.

2. Execute script evaluateModel.py using command
python3 /home/ubuntu/thesis/script/evaluateModel.py.

3. The script will return BLEU score of the three models.

Figure 7: Ground Truth Data
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