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"Sarcasm Detection using Dilbert and Albert: An
In-Depth Comparative Analysis with Bert”

Rohit Gopal Wadhwani
21194645

1 Introduction

This configuration manual is a thorough reference to the setup, implementation, and de-
ployment of the sarcasm detection project. It describes the system requirements, install-
ation stages, data preprocessing approaches, model architecture considerations, training
and evaluation procedures, and guidelines for different deployment situations.

By following the directions in this manual, you will get insight into the fundamental
principles of creating, training, and analyzing deep learning models for sarcasm detection.

2 Software Description

Category Tools/Services
Programming Python
Python Libraries
Google Colaboratory
Report Overleaf (LATEX format)
Web Browsers Google Chrome

Table 1: Tools and Services

3 Setting Up Environment

I chose to create our deep learning models using " Google Colab,” a computing platform.
Google Colab is a web-based application created by Google |Google Colab (n.d.). It’s es-
pecially well-suited for working with sophisticated models, such as deep learning models,
which frequently need a large amount of computer power. A strong machine would be
required if I used a local configuration, such as a Jupyter notebook. However, by using
Google Colab, we can gain free access to cloud-based GPUs, which substantially speeds
up our model implementation process.In our case we have also used T4 GPU Runtime
as this helps our models run 10x times and saved a lot of our time. But getting T4 GPU
is very subjective as we are using free version of Google Colab. Here is the steps and
figures [1] for detail information.

Stepl : Go to https://colab.google/



Step2: Click on New Notebook

G e 4 * =04

lvesrea.. [y footoal Sas @ footballive (1 DMML (] DAP (] DMML2 (] RC [ Jobs [ DAPA Other bookr

Release Notes  Resources Open Colab New Notebook

Google Colaboratory

Colab is a hosted Jupyter Notebook service that requires no setup to use

and provides free access to computing resources, including GPUs and
TPUs. Colab is especially well suited to machine learning, data science, and
education.

Open Colab New Notebook

Figure 1: Google Colab

Step3 : Please change Runtime Type to Python3 and Hardware accelerator T4 GPU
which will make your deep learning models run more faster than normal CPU.

( & Untitledé.ipynb
File Edit View Insert Runtime Tools Help
— + Code + Text Run all Ctrl+F9
= Run before Ctrl+F8
Q, ° Run the focused cell Ctrl+Enter
Run selection Ctrl+Shift+Enter ,
{x} Run after Ctrl+F10

Disconnect and delete runtime

Change runtime type

Manage sessions

View resources

Figure 2: Runtine Settings



Change runtime type

Runtime type

Python 3 v

Hardware accelerator (2)

O cpru @ TacPu () atoocpu () V100 GPU
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Want access to premium GPUs? Purchase additional compute units

Cancel Save

Figure 3: Runtine Settings 2

4 Dataset of News Headlines

4.1 Data Gathering

1. To import the dataset into the Python environment of Google Colab, first obtain
the dataset of "News Headlines Dataset For Sarcasm Detection” (Mishra, 2019) from
the website "https://www.kaggle.com” |News Headlines Dataset for Sarcasm Detection|
(n.d.)(Mishra, News Headlines Dataset For Sarcasm Detection, 2019).

<« C O % kaggl headl it elect=Sarcasm_Headlines_Datasetjson e v *» =0
™ Gmail ) Willow Cricket Live.. @ football Liverpool Live Strea... [} football Stats @ football live DMML DAP DMML2 RIC Jobs DaPA Other £
= a)
= kaggle Q searcn 2]
T oree - NP — °
@ Home B

[ tit H H
€ Competitons News Headlines Dataset For Sarcasm Detection
@ Datasets | High quality dataset for the task of Sarcasm and Fake News Detection
A Models
<> Code

DataCard  Code (247)  Discussion (5)

& Discussions

& Leamn About Dataset Usability ©
10.00
v More
Context License
B Your Work ++ Please cite the dataset using the Bib ided i the i ions if ing it in your research, thank you! ** Attribution 4.0 International (CC ...
Past studies in Sarcasm Detection mostly make use of Twitter datasets collected using hashtag based supervision but such datasetsare  Expected update frequency

- vieweo
noisy in terms of labels and language. Furthermore, many tweets are replies to other tweets and detecting sarcasm in these requires the  Annually

B News Headines Dat availabilty of contextual tweets.

Tags
g OTTO - Multi-Objec. To overcome the limitations related to noise in Twitter datasets, this for is collected from two 9
N news website. TheOnion aims at producing sarcastic versions of current events and we collected all the headlines from News in Brief and Earth and Nature
G View Active Events News in Photos categories (which are sarcastic). We collect real (and non-sarcastic) news headlines from HuffPost.

Figure 4: Dataset



2. After downloading, save the dataset to Google Drive for future use in Google Colab,
or save it locally and upload it to Google Colab when starting a new notebook.

3. I had personally saved the dataset in my local computer and then uploaded it as
shown in the figure
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= Files O X
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tx » B sample_data
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B Sarcasm_Headlines_Dataset_v2,s...

Figure 5: File Upload

4.2 Importing Python Libraries

1.There are many libraries in python which we can import it and it helps us to code
efficiently , libraries used in this research is shown in the figure [6]

2. After Importing such libraries according to our need , we can move forward with
using such libraries in our research.



import numpy as np

import pandas as pd

import seaborn as sns

import matplotlib.pyplot as plq
import plotly.express as px

import nltk

from sklearn.feature_extraction.text import CountVectorizer
from nltk.corpus import stopwords

from wordcloud import WordCloud,STOPWORDS

from nltk.stem import WordNetLemmatizer

from nltk.tokenize import word_tokenize

from bs4 import BeautifulSoup

import re,string,unicodedata

from sklearn.metrics import classification_report,confusion_matrix,accuracy_score,fl_score
from sklearn.model_selection import train_test_split

from string import punctuation

from nltk import pos_tag

from nltk.corpus import wordnet

import keras

import tensorflow as tf

import tensorflow_hub as hub

from tensorflow import keras

from keras import backend as K

from tensorflow.keras.preprocessing import sequence

from tensorflow.keras.preprocessing.text import Tokenizer
from tensorflow.keras.preprocessing.sequence import pad_sequences
from tensorflow.keras.optimizers import Adam

from keras.layers import LSTM,Dense,Bidirectional,Input
from keras.models import Model

import torch

!pip install transformers

!'pip install imbalanced-lesarn

!pip install sentencepiece

Figure 6: Libraries

4.3 Data Preprocessing and Analyzing

Step 1 : We will First look into the data and will convert our json file to Data frames
and merge both the json files into 1

Step 2 : we will only keep the important variables and remove the rest as part of data
cleaning



<
)

#reading json files to data frame

headlines_v1 - pd.read_json(’/content/Sarcasm Headlines Dataset.json’, lines-True)

headlines_v2 = pd.read_json('/content/Sarcasn_Headlines Dataset_v2.json’, lines=True)

#The lines=True parameter indicates that each line of the JSON file is treated as a separate JSON object.
headlines_v1.head()

article_link headline is sarcastic 2 [
0 hitps//www.huffingtonpost.com/entry/versace-b... former versace store clerk sues over secret'b... 0
1 hitps:/iwww huffingtonpost com/entry/foseanne-...  the 'foseanne’ revival catches up to our thom... [}
2 https:/local theonion.com/mom-starting-to-fea... mom starting to fear son's web series closest . 1
3 hitps://palitics.theonion.com/boehner-just-wan...  boenner just wants wife to listen, not come up... 1
4 nhitps:Avww huffingtonpost.com/entry/jk-rowlin...  |.k. rowling wishes snape happy birthday in th... 0
7 [3] headlines_v2.head()
is_sarcastic headline article link 2 [0
0 1 thirtysomething scientists unveil doomsday clo. hitps:/iwww theonion.com/thirtysomething-scien.
1 0 dem rep. totally nails why congress is falling...  https:/www.hufiingtonpost.com/entry/donna-eaw. ..
2 0 eatyour veggies: 9 deliciously different recipes  https://www huffingtonpost com/entry/eat-your-.
3 1 inclement weather prevents liar from getting t https://local theonion.com/inclement-weather-p.
4 1 mother comes pretty close to using word 'strea. hitps://www._theonion._com/mother-comes-pretty-c.

Y @ #selecting only the necessary variables, as article link is not that important
headlines_v1 = headlines_vi[['headline’,"is_sarcastic']]
headlines v2 = headlines v2[[headline’,’is sarcastic']]

#concating together into 1
headlines = pd.concat([headlines_v1,headlines_v2])
headlines.reset index(drop=True, inplace=True)

Figure 7: Data Pre-processing

Step 3 : As a part of Data cleaning , we will then check the data frame and move
forward with the shape of the data set which will give an idea of the rows and columns
of our dataset and info will help us to check if there is any null values in our dataset as
well as data type of our variables as shown in the figure




; [5] #selecting only the necessary variables, as article link is not that important
) headlines_v1 = headlines_vi1[[headline’,'is_sarcastic']]
headlines_v2 = headlines_v2[["headline’, "is_sarcastic']]

#concating together into 1

headlines = pd.concat([headlines_v1,headlines_v2])
headlines.reset_index(drop=True, inplace=True)

Double-click (or enter) to edit

; [6] headlines.head()

: : ; gt
headline is_sarcastic A u

0 former versace store clerk sues over secret 'b.. 0
1 the ‘'roseanne’ revival catches up to our thorn.. 0
2 mom starting to fear son's web series closest .. 1
3 boehner just wants wife to listen, not come up.. 1
4 k. rowling wishes snape happy birthday in th.. ]

~ [7] headlines.shape

(55328, 2)

¥ [8] headlines.info()

<class 'pandas.core.frame.DataFrame’>
RangeIndex: 55328 entries, @ to 55327
Data columns (total 2 columns):

# Column Non-Null Count Dtype
@  headline 55328 non-null object
1 is_sarcastic 55328 non-null int64
dtypes: int64(1), object(1)

Figure 8: Data Cleaned

Step 4 : We have also removed the necessary Stop words removal, lemmatization,
special characters removal, URL’s, Square bracket, and noisy text as shown in the figure

Ol



,“( ° # Data cleaning - Stop words removal, lemmatization, special characters removal
stop_words = stopwords.words( english”)
stop_words.remove( ' not")

def clean_text(sentence)

headline = re.sub('\s+\n+', " ', sentence)
headline = re.sub('[~a-zA-Z8-9]", ' ', sentence)
headline = headline.lower|()

headline = headline.split()

lemm = WordNetLemmatizer()
headline = [lemm.lemmatize(word, "v") for word in headline if not word in stop_words]
headline = ' '.join(headline)

return headline

¥ [14] def strip_html(text):
i soup = BeautifulSoup(text, "html.parser™)
return soup.get_text()

#Removing the square brackets

def remove between_square brackets(text):
return re.sub("\[[~]]*\]', "", text)

# Removing URL's

def remove_betwesn_square_brackets(text):
return re.sub(r'http\s+', "', text)

#Removing the noisy text

def denoise_text(text):

text = strip_html(text)

text = remove_between_square_brackets(text)
text = r s(text)

return tex

Figure 9: Data Cleaning

Step 5 : Word Clouds to understand which words was used the most in both the
headlines that is in sarcastic headlines and in non-sarcastic headlines.
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Figure 10: Word-Cloud for non- sarcastic Headlines
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Figure 11: Word-Cloud for Sarcastic Headlines

Step 6 : To check if there is any outliers as outliers can create biasness and if there are
any we will remove it to balance the data and do not create any bias towards anything.

neadine_length
&

Figure 12: Outlier Check

Step 7 ; In the figure [12] we can see that we have one outlier for one sarcastic headline
113, so will remove it and then will run our models on such datasets

Headlines Length Distribution

Figure 13: Outlier removed



5 Model

1. In this research we have used 3 models i.e BERT, DILBERT and ALBERT for sarcasm
detection in news headlines. For this manual configuration file I will only show 1 model
that is BERT example and the results to get a clear view of my research. I have also used
the same architecture and the evalution metrics for the other models. For pre processing

I have taken help from [Abadi et al| (2016), and (2022).

¥ [27] import tensorflow as tf

import matplotlib. pyplot as plt
from transformers import TFBertModel, BertTokenizer
from sklearn.model_selection import train test split

labels = data.is_sarcastic.values
sentences = data.headline.values

PRE_TRAINED_MODEL_NAME = ‘bert-base-uncased’
tokenizer = BertTokenizer.from_pretrained(PRE_TRAINED_MODEL_NAME,do_lower_case = True)

def encoder(sentences):

ids = []

for sentence in sentences:
encoding = tokenizer.encode_plus(
sentence,
max_length=16,
truncation = True,
add_special_tokens=True,
return_token_type_ids=False,
pad_to_max_length=True,
return_attention_mask=False)
ids.append(encoding[ ' input_ids'])

return ids

#Train test split
train_sents,test_sents, train_labels, test_labels = train_test_split(sentences,labels,test_size=8.15)

train_ids = encoder(train_sents)
test_ids = encoder(test_sents)

Downloading (... }solveimain/vocab. et 100% [ 732k/232k [00:00<00:00, 9.37MBIs]
Downloading (... Jokenizer_config json: 100% [ 26.0/28.0 [00:00<00:00, 1.05kB/s]
Downloading (- Jive/mainiconfig json: 100% | 570/570 (00:00<00-00, 23.0kBJs]

Figure 14: BERT Model

The figure [14] shows how to use BERT’s tokenizer to preprocess text data. It encodes
headlines into numerical token sequences to prepare the data for a binary classification
task (sarcastic or not). The dataset is then divided into two parts: training and testing.
The encoder function encodes each headline into fixed-length sequences suitable for model
input using BERT’s tokenizer. The encoded sequences and labels are separated into
training and test sets, creating down the foundation for creating, training, and testing a
classification model.
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Y [28] # The patience parameter is the amount of epochs to check for improvement

early stop = keras.callbacks.EarlyStopping(monitor="val loss', patience=5)

train_ids = tf.convert_to_tensor(train_ids)
test_ids = tf.convert_to_tensor(test_ids)
test_labels = tf.convert_to_tensor(test_labels)
train_labels = tf.convert_to_tensor(train_labels)

bert_encoder = TFBertiodel.from_pretrained(’bert-base-uncased')
input_word_ids = tf.keras.Input(shape=(16,), dtype=tf.int32, name="input_word_ids")
embedding = bert_encoder([input_word_ids])

dense = tf.keras.layers.Lambda(lambda seq: seq[:, @, :])(embedding[e])

dense = tf.keras.layers.Dense(128, activation='relu’)(dense)

dense = tf.keras.layers.Dropout(@.2)(dense)

output = tf.keras.layers.Dense(l, activation="sigmoid’)(dense)

model = tf.keras.Model(inputs=[input_word_ids], outputs-output)

L Downloading mode! safetensors: 100% [ +40M/440M [00:01<00:00, 357MBIs]

Figure 15: Early Stopping- BERT Model

© rmodel.compile(tf.keras.optinizers.Adam(1e-5), loss="binary_crossentropy’, metrics=['accuracy’])
model. sunmary ()

D> Model: "model”

Layer (type) Output Shape Param

Snput_vord_ids (nputlayer) [(None, 16)] o

f_bert_model (TFBertiodel) TFBaseModelOutputhithPoo 109432240
LingAndCrossattentions(l
ast_hidden_state=(lone,

16, 768),
pooler_output=(None, 76
8),
past_key_values=None, h
idden_statessNone, atten
tions=lone, cross_attent

1ons=one)
lanbda (Lambda) (None, 768) e
dense (Dense) (tone, 128) 98432
dropout_37 (Dropout) (None, 128) e
dense_1 (Dense) (None, 1) 120

Total params: 109,580,801
Trainable parans: 169,589,301
Non-trainable params: @

[31] history = nodel.fit(x = train_ids, y = train_labels, epochs = 20, verbose = 1, batch_size = 64, callbacks=[early_stop], validation data = (test_ids, test_labels))

Figure 16: BERT Model- Compile

5.1 Results

We have taken Results and evaluated it using Confusion matrix and ROC curves

11



/ [48] Prediction=pd.DataFrame({"Actual”:y_val,"Predicted”:yp})
Prediction

Actual Predicted Z‘: ﬂ

0 0 0
1 0 0
2 0 0
3 0 ]
4 1 1
8295 1 1
8296 1 1
8297 1 1
8298 1 1
8299 0 0

8300 rows x 2 columns

ol ° from sklearn.metrics import confusion_matrix, classification_repoi

printi{classification_report(y_val,yp))

) precision recall fl-score  support
] @8.98 @.99 @.99 4534

1 8.99 8.98 8.99 3766

accuracy @.99 2306

macro avg .99 @.99 a.99 8300
weighted avg 8.99 .99 .99 8380

Figure 17: Results for BERT Model
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Figure 18: Confusion Matrix for BERT Model
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True Positive Rate

Receiver Operating Characteristic (ROC) Curve
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Figure 19: ROC-AUC for BERT Model

6 Video Presentation link

Click here to access the link.
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