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1 Introduction

This configuration manual is a thorough reference to the setup, implementation, and de-
ployment of the sarcasm detection project. It describes the system requirements, install-
ation stages, data preprocessing approaches, model architecture considerations, training
and evaluation procedures, and guidelines for different deployment situations.

By following the directions in this manual, you will get insight into the fundamental
principles of creating, training, and analyzing deep learning models for sarcasm detection.

2 Software Description

Category Tools/Services
Programming Python

Python Libraries
Google Colaboratory

Report Overleaf (LATEX format)
Web Browsers Google Chrome

Table 1: Tools and Services

3 Setting Up Environment

I chose to create our deep learning models using ”Google Colab,” a computing platform.
Google Colab is a web-based application created by Google Google Colab (n.d.). It’s es-
pecially well-suited for working with sophisticated models, such as deep learning models,
which frequently need a large amount of computer power. A strong machine would be
required if I used a local configuration, such as a Jupyter notebook. However, by using
Google Colab, we can gain free access to cloud-based GPUs, which substantially speeds
up our model implementation process.In our case we have also used T4 GPU Runtime
as this helps our models run 10x times and saved a lot of our time. But getting T4 GPU
is very subjective as we are using free version of Google Colab. Here is the steps and
figures 1 for detail information.

Step1 : Go to https://colab.google/
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Step2: Click on New Notebook

Figure 1: Google Colab

Step3 : Please change Runtime Type to Python3 and Hardware accelerator T4 GPU
2 3 which will make your deep learning models run more faster than normal CPU.

Figure 2: Runtine Settings
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Figure 3: Runtine Settings 2

4 Dataset of News Headlines

4.1 Data Gathering

1. To import the dataset into the Python environment of Google Colab, first obtain
the dataset of ”News Headlines Dataset For Sarcasm Detection” (Mishra, 2019) from
the website ”https://www.kaggle.com” News Headlines Dataset for Sarcasm Detection
(n.d.)(Mishra, News Headlines Dataset For Sarcasm Detection, 2019).

Figure 4: Dataset
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2. After downloading, save the dataset to Google Drive for future use in Google Colab,
or save it locally and upload it to Google Colab when starting a new notebook.

3. I had personally saved the dataset in my local computer and then uploaded it as
shown in the figure 5

Figure 5: File Upload

4.2 Importing Python Libraries

1.There are many libraries in python which we can import it and it helps us to code
efficiently , libraries used in this research is shown in the figure 6.

2. After Importing such libraries according to our need , we can move forward with
using such libraries in our research.
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Figure 6: Libraries

4.3 Data Preprocessing and Analyzing

Step 1 : We will First look into the data and will convert our json file to Data frames
and merge both the json files into 1

Step 2 : we will only keep the important variables and remove the rest as part of data
cleaning
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Figure 7: Data Pre-processing

Step 3 : As a part of Data cleaning , we will then check the data frame and move
forward with the shape of the data set which will give an idea of the rows and columns
of our dataset and info will help us to check if there is any null values in our dataset as
well as data type of our variables as shown in the figure 8.
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Figure 8: Data Cleaned

Step 4 : We have also removed the necessary Stop words removal, lemmatization,
special characters removal, URL’s, Square bracket, and noisy text as shown in the figure
9.
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Figure 9: Data Cleaning

Step 5 : Word Clouds to understand which words was used the most in both the
headlines that is in sarcastic headlines and in non-sarcastic headlines.

Figure 10: Word-Cloud for non- sarcastic Headlines
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Figure 11: Word-Cloud for Sarcastic Headlines

Step 6 : To check if there is any outliers as outliers can create biasness and if there are
any we will remove it to balance the data and do not create any bias towards anything.

Figure 12: Outlier Check

Step 7 ; In the figure 12 we can see that we have one outlier for one sarcastic headline
13, so will remove it and then will run our models on such datasets

Figure 13: Outlier removed
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5 Model

1. In this research we have used 3 models i.e BERT, DILBERT and ALBERT for sarcasm
detection in news headlines. For this manual configuration file I will only show 1 model
that is BERT example and the results to get a clear view of my research. I have also used
the same architecture and the evalution metrics for the other models. For pre processing
I have taken help from Abadi et al. (2016), and Gosavi (2022).

Figure 14: BERT Model

The figure 14 shows how to use BERT’s tokenizer to preprocess text data. It encodes
headlines into numerical token sequences to prepare the data for a binary classification
task (sarcastic or not). The dataset is then divided into two parts: training and testing.
The encoder function encodes each headline into fixed-length sequences suitable for model
input using BERT’s tokenizer. The encoded sequences and labels are separated into
training and test sets, creating down the foundation for creating, training, and testing a
classification model.
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Figure 15: Early Stopping- BERT Model

Figure 16: BERT Model- Compile

5.1 Results

We have taken Results and evaluated it using Confusion matrix and ROC curves
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Figure 17: Results for BERT Model

Figure 18: Confusion Matrix for BERT Model
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Figure 19: ROC-AUC for BERT Model

6 Video Presentation link

Click here to access the link.
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