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1 Introduction

The provided guide will give information about hardware and software set up required
to reproduce this work.

2 Specifications

The table below gives information on the different software and hardware specifications
used for the purpose of this study.

Table 1: Software and Hardware Specifications

Configuration Description
Language Python
Framework Pytorch

Integrated Development Environment Google Collab and Jupyter Notebook
Computation GPU

libraries transformers, pytorch lightning,pandas,spacy,numpy

The models were trained, tested, and evaluated using the aforementioned tools and
technologies on a MacBook. An Intel Core i7 processor, 16 GB of RAM, and integrated
Intel Iris Xe graphics where the configuration of the Macbook.

3 Data Set

Data is sourced from Kaggle website, a platform for machine learning datasets, were used
in the study. 2225 papers from the BBC were used to create news items in the fields of
technology, business, sports, entertainment, and politics. The data, which covered the
years 2004 and 2005, was saved in CSV format, uploaded to Google Drive, and examined
using a Colab notebook for exploratory data analysis. The data contained category, Title
and Content of the nes articles.1

1Data: https://www.kaggle.com/datasets/hgultekin/bbcnewsarchive
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4 Data Pre-processing

Several data-preprocessing steps was involves before the data was passed onto various
experiments using the transformer model.The dataset was in csv format which was loaded
into jupyter notebook pre-processing steps are performed. The Figure 1 displays all the
necessary libraries that are required before the pre-processing step is involved.

Figure 1: Import Necessary Library

The figures Figure 2 and Figure 3 shows the different pre-processing steps undertaken
for this study. The Porter technique was used to stem the words in this dataset, improving
generalisation and decreasing data dimensionality by reducing words to their simplest
form. Stop words that had little to no meaning were eliminated to improve the clarity of
the data. To improve dataset relevance, low-frequency phrases (occurring 3 times) were
deleted.

Figure 2: Data Pre-processing
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Figure 3: Data Pre-processing 2

5 NER Implementation

The figure Figure 4 describes the implementation of NER (Named Entity Recognition)
which is implemented before the T-5 model was used. Spacy library from python package
was used to conduct this implementation. A function takes all the articles utilizes the
library and identifies the sentences with NER.

Figure 4: NER Implementation

The identified NER sentences are stored in a new column called Spacy content. This
sentences are further used by models to generate the headlines.
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6 Model Implementation

The research thesis was proposed and several experiments where conducted to understand
the effectiveness of the related study. There are three major experiments conducted as a
part of this study and are implemented as discussed in the below section.The T-5 model
was first loaded to the colab environment.

Figure 5: Model Extraction

6.1 Experiment 1

The first experiment was conducted with the pre-trained model itself with the testing
set. The Figure 6 below explains the code on how the T-5 model was implemented. This
was implemented on the original articles where NER sentences where not obtained and
the model is not trained on the existing dataset.

Figure 6: Experiment 1 with pre-trained model

6.2 Experiment 2

The second experiment was conducted by fine-tuning the T-5 model without implement-
ing the NER implementation as described in section 5. The figures below displays the
different sections on how the model was trained and then used to generate headline.
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Figure 7: Model Training

In the Figure 7 the model configuration is set to use check if GPU compution is
present. If its present the model is moved to GPU. This ensures that the model cmpet-
ency is performed on specified device for optimal performance.

Figure 8: Training the model

In Figure 8 the model was then trained on testing data for 5 epochs in order to get he
best training model. It seems the epochs 2 is the one with less validation loss and hence
the model with less epochs loss is saved and later used for testing.

The final function written in Figure 9 is generate headline function which now uses
trained model for headline generation rather than the pre-trained model.
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Figure 9: Headline generation using fine-tuned model

6.3 Experiment 3

The last experiment was conducted similar to experiment 2 but it also included NER
implementation explain in section 5. The code files will be same as section 5 and section
6 but instead of using the actual content of the article. the model is first trained on NER
sentences and then tested with generated headline function to generate headlines.

7 Evaluation

7.1 ROUGE

The code to evalaute ROUGE metrics is given in Figure 10. This ROUGE metrics gives
3 evaluation metric namely ROUGE-1, ROUGE-2 and ROUGE-L. The average of all
three gives the total ROUGE score for the model.ROUGE-1 calculates the no og uni
grams present in generated text compared to original test.ROUGE-2 calculates the no of
bi grams present in generated text when compared with original text. and ROUGE - L
calcualtes the longest lenth sequence in both the texts.

7.2 BERT Score

The Figure 11below shows code for Bert score implementation.The quality of machine-
generated text, such as summaries or translations, is evaluated using a metric called
BERT (Bidirectional Encoder Representations from Transformers) score. It analyses
context from both ends of a sentence to determine how similar the generated text and
reference text are to one another. In comparison to more conventional metrics like BLEU
or ROUGE, the BERT score is useful for evaluating how fluent and informative generated
content is.
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Figure 10: ROUGE Evaluation Metric

Figure 11: BERT Score Evaluation Metric
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