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1 Introduction 
 

The configuration manual outlines the orderly, step-by-step instructions for executing the 

research project's related sections and the procedures for evaluating them. The instructions 

include a number of requirements, ranging from the installation of applications to the creation 

of a model. Identifying the emotions for the questionText using the conversational dataset 

and using the defined BERT model, which is utilized for text classification coupled with the 

similarity algorithm, are two different stages of this project. In the parts that follow, specific 

code snippets for carrying out the same task are provided. 

 

2 System Configuration 
 

2.1 System Configuration 

The study project was created utilizing Google Colab, an open-source platform for AI/ML 

projects in the Google ecosystem, as well as the free IDE Jupyter Notebook. This setting is 

powered by a Python module. Installing each of these packages is necessary before the 

project can be built. 

2.2 Hardware specifications 

• System Name: LAPTOP-CM08LV4S 

• Processor: AMD Ryzen 7 4800H with Radeon Graphics - 2.90 GHz 

• Installed RAM: 16.00 GB 

• Storage Size: 1TB SSD (109,951,162,7776 bytes) 

• OS type: 64-bit operating system, x64-based processor 

 

3 Installation and Environment Setup 
 

• Python 

This project made use of a Python package. Since the majority of Deep Learning and 

Machine Learning Projects are supported by its numerous built-in libraries. With a variety of 

plots, it makes developing and analysing models easier. Installing the most recent version of 

Python on the machine is the first prerequisite. The package installer is capable of being 

downloaded through a web browser from the website reference 

https://www.python.org/downloads depending on the operating system. Type 'python -

version' in the command prompt to confirm Python has been successfully installed from the 

website, as shown in figure python below. 
 

https://www.python.org/downloads
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• Anaconda 

The anaconda package includes a number of IDE that are helpful for writing code and 

analyzing outputs from python packages. As seen in the below figure, this package can be 

obtained and installed from the website https://www.anaconda.com/products/individual. 

Jupyter notebook and its tasks are launched in browser tabs from the anaconda navigator. 

Python notebooks are first created and saved in the.ipynb format. 

 

 
 

 

https://www.anaconda.com/products/individual
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• Jupyter Notebook 

Using the pip command, the python libraries are installed during the execution of code. 

Transformers, Scikit-Learn, nltk, Numpy, Pandas, Tensorflow, Matplotlib, googletrans, 

Seaborn, and Plotly are the necessary libraries for this course of action. In this browser, many 

different IDEs were available. The model in this project is constructed in Jupyter Notebook. 

 

Command: pip install ’LibraryName’ 

 

4 Data Collection 
 

There is one dataset used for this project which was semantically developed with chat 

instances based on different scenarios. Following sections where the data sets of a 

conversational excel file are being contained into a variable for preprocessing as shown in the 

below figure. These are used in the respective image and text processing models, which is 

concatenated at the end yield an output used to satisfy the research objectives. 

 

5 Implementation 

5.1 Importing Libraries 

The implementation part is explained below in detail on how the project was implemented 

using Python. Please carry out the instructions step by step. The first step is to preprocess the 

provided data before we start the implementation. The libraries required for startup are 

displayed in the below picture. 
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Import & load the data in a data frame 

      
 

5.2 Data Preprocessing and Data augmentation 

5.2.1 Data Preprocessing 

The preprocessing on the given data containing the excel file is performed as shown in 

the figure 5 below, 
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The pre-processed data is also considered for data augmentation for model fitting. Finally, 

saving the augmented data in a file path with an additional labels encoder for mapping the 

emotions column from the data frame for further use in the study. 

 

        
 

      
 



6 
 

 

 
 

 
 

 

 

 

 

 



7 
 

 

6 Model Building 

6.1 Implementing BERT Model 

The below code gives the overview of model building, setting hyper tuning parameters of the 

BERT model for text classification. Load the predefined BERT model, and define the 

constants and parameters. 

 
 

6.2 Splitting of Train and Test Data 

The given data set comprises of conversational text data , which is considered for modelling 

now , let us split the dataset into training and testing sets and convert them to BERT format 

as shown in the Figure below, 

 

 
 

then create dataset objects and also create data loaders for both train and test datasets. 
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also, import the the necessary libraries for BERT optimized modelling. 
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6.3 Fine Tuning the BERT Algorithm 
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7 Implementing Cosine Similarity 
 

The Cosine Similarity algorithm is implemented to retrieve the counselling responses based 

on similarity scores. Initially the algorithm is implemented by utilizing the fine-tuned BERT 

Algorithm. So, the Model is loaded as shown below, 
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8 SVM for Model Evaluation 
Support Vector Machine (SVM) is used for classifying the texts and to compare the results 

with the developed research study. So, initially the libraries are installed as below, 

 

 



17 
 

 

Data preprocessing and augmentation steps are carried out to implement the model as shown 

below, 
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Intent Prediction Model 
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