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1 Introduction

The following manual provides information on hardware and software configurations as
well as code examples to reproduce models and model results as described in the technical
report on the conducted study with the title ’Supervised Machine-Learning as a Decision
Support Aid in Sea Lice Control for Norwegian Salmon Farmers’.

2 Hardware Configurations

The specifications of the hardware on the local machine used to run the project code are
as shown below:

Operating System Microsoft Windows 10 Home
Version 10.0.19045 Build 19045
OS Manufacturer Microsoft Corporation
System Name LAPTOP-4NHM994V
System Manufacturer HP
System Model HP 250 G5 Notebook PC
System Type x64-based PC
System SKU 2EW12ES#ABU

Processor
Intel(R) Core(TM) i5-7200U CPU @ 2.50GHz,
2701 Mhz, 2 Core(s), 4 Logical Processor(s)

BIOS Version/Date Insyde F.26, 21/04/2017
SMBIOS version 2.8
Embedded Controller Version 62.41
BIOS Mode UEFI
BaseBoard Manufacturer HP
BaseBoard Product 81ED
BaseBoard Version 62.41
Platform Role Mobile
Secure Boot State On
Windows Directory C:\WINDOWS
System Directory C:\WINDOWS\system32
Boot Device \Device\HarddiskVolume1
Hardware Abstraction Layer Version = ”10.0.19041.2728”
Installed Physical Memory 8.00 GB
Total Physical Memory 7.92 GB
Available Physical Memory 3.17 GB
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Total Virtual Memory 14.3 GB
Available Virtual Memory 8.69 GB
Page File Space 6.43 GB
Page File C:\pagefile.sys
Kernel DMA Protection Off
Virtual-based security Running

Virtual-based security available security properties
Base Virtualisation Support, Secure Boot,
DMA Protection,
Mode Based Execution Control

3 Software Configurations

The following software was used for data extraction and model development:

• Jupyter Notebook (version 6.0.3) using Python (version 3.8.3) for Data Extrac-
tion from the BarentsWatch API with Anaconda Prompt for Retrieval of Bearer
Authentication Tokens.

• Pycharm (2023.1.2) for Data Pre-Processing, Feature Engineering, Model Fitting
and Model Evaluation with Anaconda3 as the underlying Python interpreter (Py-
thon 3.8)

• Github Desktop for Version Control.

Required packages were installed through Anaconda Prompt. The following libraries
are required to run the project code:

Package Version
curl 7.71.1
requests 2.31.0
numpy 1.21.5
pandas 2.0.2
matplotlib 3.7.1
missingno 0.5.2
scikit-learn 1.2.2
imblearn 0.0
xgboost 1.7.6

4 Data Extraction BarentsWatch API

Data had to be extracted via Bearer Authentication Tokens after free sign-up to the
BarentsWatch API service 1 as shown in Figure 2 below:

1 (BarentsWatch 2023)
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Figure 1: BarentsWatch Tutorial: https://https://developer.barentswatch.no/

docs/tutorial

Tokens were obtained as demonstrated in Figure 2 by means of the running curl
commands in Anaconda Prompt. Access tokens obtained were valid for 1 hour to run
requests commands to extract data from the API.

Figure 2: Retrieval Bearer Authentication Token via Curl Command in Anaconda Prompt
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Figure 3: Preparation for Data Retrieval Functions

After creating the Bearer authentication class and filling the obtained password and
creating the base API string as shown in Figure 3, data could be obtained for:

• Weekly fish health per year and week (no specification for farm localities required)

• Detailed farm information per year and week (requires specification of farm locality)

• Lice medication events per year (requires specification of locality)

Efforts were made to reduce number of individual API calls by only extracting detailed
farm data and treatments of farms that are not shallow and that have salmonoids.
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Figure 4: Weekly Fish Data Extraction and Local Storage
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Figure 5: Detailed Farm Data Extraction and Local Storage
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Figure 6: Combine Data of All Reported Years
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Figure 7: Extraction Treatment Data: Example Mechanical Removal Data

5 Data Integration and Cleaning

Numerous steps were conducted to integrate weekly fish health data, detailed weekly farm
data, and treatment data, and to clean the data and interpolate missing values. Coding
was run in Pycharm. See detailed code in py file provided as part of the code artifact:

Figure 8: Data Integration and Pre-Processing Python script
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6 Feature Engineering

Feature Engineering was conducted as part of Figure 8 and detailed code can be found
there. One example of the code is shown in Figure 9 below. It shows how lice figure and
sea temeperature aggregates were obtained from farms in 20km haversine distance to a
respective farm locality.

Figure 9: Lice and Sea Temperature Aggregates Retrieval of Farms in 20km Distance

7 Data Preparation for Modelling

• Common techniques applied to data before model fitting were:

• Dummy Variable Creation for Categorical Variables.

• Scaling of Numerical Features for KNN and XGBoost algorithm.

• Oversampling of Minority Class via SMOTE package.

• Split of Training and Test set.
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Figure 10: Dummy Variable Creation

Figure 11: Scaling of Numerical Variables for KNN and XGBoost
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Figure 12: Oversampling with SMOTE

Figure 13: Split of Training and Test Set
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8 Pre-Modeling Analysis

For pre-modelling, a pruned CART was fit by means of grid search and 10-fold cross-
validation and cues obtained from tree visual were used as a filtering criteria to obtain
mean number of weeks till lice threshold exceedance when cues under given conditions
are not acted upon in the form of preventative treatment. See code in visual below:

Figure 14: Missed Treatment Cues

9 Model Fitting and Evaluation Exceedance Classi-

fiers

Supervised classification models were fit to obtain general risk of exceedance for 4, 6, and
8 weeks ahead. Code was the same for all 3 time frames and fitting and evaluation code
is shown below for all models except CART, because CART was applied in the same
manner as in pre-modelling analysis.
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Figure 15: Random Forest Classifier: Treatment Current Week not Included as Predictor
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Figure 16: AdaBoost and Gradient Boosting Classifier: Treatment Current Week not
Included as Predictor
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Figure 17: KNN Classifier: Treatment Current Week not Included as Predictor

Figure 18: XGBoost Classifier: Treatment Current Week not Included as Predictor

10 Model Fitting Random Forest and Treatment Re-

commendations

As a last step, predicted exceeders from RF fit without treatment in current week were
fed into Random Forest trained including treatment of current week. Predictions were
made for no treatment applied versus all other possible treatment combinations and
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risk reduction was displayed for those farm localities that by means of applying specfic
treatment can turn the prediction to exceed to the prediction not exceed. This was only
conducted for exceedance 4 weeks after current week. See code below.

Figure 19: Probability Reduction to Exceed in 4 Weeks Time including 3 most Efficient
Treatment Recommendations
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