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 1  Introduction 

 The  Configuration  Manual  offers  a  step-by-step  guide  outlining  the  essential  hardware  and 
 software  prerequisites  for  conducting  modelling  and  running  code,  covering  the  entire 
 implementation  process  from  the  preparation  of  data  through  its  execution.  This  report  acts  as  a 
 thorough  reference  to  aid  in  the  replication  of  the  study  titled  "Prediction  of  ABP  and  ECG 
 signal from PPG signal using deep learning." 

 2  System Configuration 

 2.1  Hardware Configuration 
 Cloud-based  hardware  and  local-based  hardware  components  and  specifications  will  be 
 addressed in this section. 

 Local-Based  System  :  A  MacBook  machine  is  used  to  conduct  the  initial  stages  of  the  research 
 which  involved  data  exploration  and  data  preprocessing.  The  Macbook  machine  had  a  RAM  of 
 16 GB and Apple M1 as CPU with a total of 8 cores. 

 Figure-1 Local Machine Specification (MacBook) 



 Cloud-Based  System  :  To  carry  out  the  data-intensive  task  of  the  research  such  as  deep  learning 
 model  training,  Amazon  Web  Services  (AWS)  with  cloud-based  EC2  service  have  been  used 
 which  was  provided  by  the  National  College  of  Ireland  1  .  AWS  EC2  services  provide  virtual 
 machines  or  instances  with  user-preferred  operating  systems.  The  instances  have  various  instance 
 types  which  can  be  found  in  this  link  .  For  the  purpose  of  this  research  Memory  Optimized  based 
 AWS EC2 instance type had been configured due to the volume of the dataset. 

 Figure-2 AWS EC2 Instance 

 1  https://cloud.ncirl.ie/ 



 An  EC2  instance  with  instance  type  of  family  r5.4xlarge  has  been  chosen  for  this  research.  It  had 
 16  CPUs  and  128  GB  RAM.  Ubuntu  OS  with  SSD  volume  type  had  been  used.  The  pricing  can 
 be referred to in the above screenshot. 

 2.2  Software Configuration 
 In  this  section,  we  will  go  through  the  tools,  frameworks  and  libraries  used  as  software 
 components  in  this  research.  The  code  for  this  research  has  been  developed  in  Python  3.11.4  with 
 MacOS  Command  Line  Interface  (CLI).  Jupyter  Notebooks  2  has  been  used  which  is  a  web-based 
 interactive  development  environment  for  conducting  data  science  workflows.  The  jupyter 
 notebook  is  installed  using  “pip”  which  is  a  package  installer  in  Python  using  the  following 
 command “pip3 install notebook”. 

 Setting  Up  of  Virtual  Environment:  A  virtual  environment  was  created  using  the  venv  3  module. 
 Using the following command. 
 ●  python3 -m venv <name_of_virtualenv> 
 ●  source  <name_of_virtualenv>/bin/activate,  the  following  command  is  used  to  activate  the 

 virtual environment. 

 Python  Packages/  libraries  had  been  installed  which  can  be  found  in  the  “requirements.txt”  file 
 along  with  their  specific  versions.  These  packages  can  be  installed  in  the  system  using  the 
 following command “pip3 install -r requirements.txt”. 

 In  order  to  set  up  the  Jupyter  Notebook  kernel  with  the  virtual  environment  following  command 
 have been used “python -m ipykernel install --user --name=  <name_of_virtualenv>  ” 

 3  Project Development 
 Once  the  previous  steps  are  executed,  create  a  new  Jupyter  Notebook  file  for  the  project.  Using 
 the  "jupyter  notebook"  command  in  the  CLI  will  open  the  interface  of  the  notebook.  Next,  create 
 a new notebook with the preferred kernel and import all the necessary libraries into the notebook. 

 3  https://docs.python.org/3/library/venv.html 
 2  https://jupyter.org/ 



 Figure-3 Importing Libraries 
 3.1  Reading the Dataset 
 There  are  8  “.mat”  files  available  on  the  Kaggle  4  website  and  need  to  be  stored  in  the  project 
 directory.  Mention  the  dataset  folder  name  in  the  ‘datapath’  variable  name,  in  this  research,  the 
 dataset  folder  name  was  “archive1”.  A  function  is  created  to  load  all  the  “.mat”  files  from  the 
 dataset folder and combined using os  5  and SciPy  6  module python. 

 Figure-4 Load Dataset 

 6  https://scipy.org/ 
 5  https://docs.python.org/3/library/os.html 
 4  https://www.kaggle.com/datasets/mkachuee/BloodPressureDataset 



 3.2  Feature Extraction 
 Features  like  PPG,  ECG  and  ABP  signals  are  extracted  from  the  combined  dataset  and 
 represented as a numpy  7  array as shown below in Figure-5. 

 Figure-5 Feature Extraction 

 3.3  Data Visualization 

 Figure-6 Dataset Visualization 

 To perform the data visualization matplotlib  8  package was used to infer the signals. 

 8  https://matplotlib.org/ 
 7  https://numpy.org/doc/stable/reference/generated/numpy.array.html 



 3.4  Data Preprocessing 

 Figure-7 Dataset Normalization 

 To  keep  the  range  between  0  and  1  the  dataset  normalization  is  performed  using  a  min-max 
 scaler function. 

 3.5  Data Preparation 

 Figure-8 Dataset Preparation 



 The  dataset  is  split  into  train  and  test  split  with  a  ratio  of  70  to  30  using  the  scikit-learn  9  package 
 and  the  split  signal  is  reshaped  as  per  the  deep  learning  model  required  dimensional  shape  which 
 is 3 dimensions using the numpy module. 

 3.6  Model Building 
 Using  the  deep  learning  framework  TensorFlow  10  the  models  were  built  using  TensorFlow 
 functional API  11  . 

 Figure-9 Model Building 

 3.7  Model Evaluation 
 The  model  is  evaluated  using  two  metrics  Root  Mean  Square  Error  (RMSE)  and  Mean  Absolute 

 Error (MAE) using the TensorFlow library as shown below in Figure-10. 

 11  https://www.tensorflow.org/guide/keras/functional_api 
 10  https://www.tensorflow.org/ 
 9  https://scikit-learn.org/stable/ 



 Figure-10 Model Evaluation 

 NOTE:  There  will  be  three  different  files  which  are  created  based  on  three  deep  learning 
 models:  Long  Short-Term  Memory  (LSTM),  Convolutional  Neural  Network  (CNN)  and  Hybrid 
 CNN-LSTM model. 


