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1 Introduction

This manual is for building the personal protective equipment (PPE) detection model
which is trained with the YOLOv8x model. The configuration steps include a dataset
collection, labelling, build the model, and evaluate the model using a specific python
library.

2 System Configuration

2.1 Software Requirements

The two cloud Integrated Development Environment (IDE), which are Kaggle Notebook,
and Google Collaboratory were used to build the object detection model. Both platforms
are a form of website, so they can be used without installation. And the two platforms
allow use free GPU. This research project was run on the GPU to accelerate training
speed. As a programming language, python was adopted, and Google Chrome browser
was used as shown in Figure 1. All libraries that are used to train the model are based
on Python module.

Figure 1: Software specifications

2.2 Configuration setup

• Kaggle Notebook
On the Kaggle Notebook, one environment setup and two libraries installation
needed to download dataset and train the model. Before installing libraries, the
Internet usage option setting must be enabled. Figure 2 shows the step to activate
the Internet usage setting: (1) Verify the phone number. This is set on the Account
Settings and can be accessed by click on the profile. (2) Activate the Internet usage.
This is set on the Notebook Settings. By clicking the right-side arrow icon, the
setting menu is displayed. The Internet option is in the Notebook options.
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Figure 2: Enable the Internet usage setting in Kaggle Notebook
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• Activate GPU accelerator in the Kaggle Notebook
The three-dot icon on the right-side in the Notebook give access the environment
configuration, as shown in Figure 3. In the sixth menu, in the Accelerator sub-menu,
the GPU T4 x2 type is selected.

Figure 3: Enable GPU accelerator in Kaggle Notebook

• Google Colab Notebook
On the Google Colab Notebook, two configuration is needed: Activate GPU usage
and mount Google Drive. The prediction phase was executed using the GPU, and
the test dataset and the result for the prediction were stored in Google Drive. This
can keep the files even if the notebook is closed. Figure 4 shows the Hardware
Accelerator settings in the Colab Notebook: (1) Click Runtime menu and Change
runtime type. (2) Select Python3 and T4 GPU. To access the Google Drive can
be executed the code in the Figure 5. This must be run whenever the notebook is
opened.
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Figure 4: Enable GPU accelerator in Google Colab Notebook
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Figure 5: Setup access to Google Drive in Google Colab Notebook

3 Data collection

The dataset was obtained from an open-source platform.1 There are various topics of
image datasets for research project. By using a keyword “PPE detection”, the dataset
was found in the platform. It was downloaded in the local file system to labelling task.
The platform is a website that provides graphic interface. So, the download step was
executed to click “Download the Dataset” button.

4 Data pre-processing

4.1 Data labelling

The dataset was downloaded contained 13 classes. This study needed the four items of
safety equipment. Therefore, the new classes were named to have only four items using
an annotation tool.2 The new names of the items are “helmet”, “vest”, “glove”, and
“boots”. The step to capture bounding boxes of the four objects consists of the two
steps. Firstly, the dataset is needed to upload the annotation platform. Lastly, dragging
boxes is where the objects are in the images and then entering class’s name as shown in
Figure 6.

Figure 6: Example of labelling for helmet, vest, and boots

1https://universe.roboflow.com
2https://roboflow.com/annotate
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4.2 Data augmentation

After labelling task, the dataset is 1,490 images. Three data augmentation techniques
were applied to increase and improve the detection performance. This can be applied in
the same platform where the labelling task was performed.2 When the labelling step was
completed, the new dataset was deployed to the platform where the dataset was collected.
As the tool feature, the augmentation techniques are applied after splitting dataset into
the three sub-datasets, which are the training, validation, and test dataset. The dataset
was divided according to the percentage set in the tool.

5 Implementation

5.1 Install Python Packages and Import Dataset

Two libraries were installed for downloading dataset and pre-trained model in Figure 7
and 8. The dataset that was completed pre-processing phase was stored in the same
platform where it is acquired. The platform provide Application Programming Interface
(API) key to download the dataset in the Notebook. Figure 9 shows the download code
using API. The dataset was stored in Output folder in Kaggle Notebook.

Figure 7: Install roboflow library

Figure 8: Install ultraytics library
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Figure 9: Download dataset to Kaggle Notebook

5.2 Build the YOLOv8x Model

Figure 10: The summary of the YOLOv8x model
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The above code is for importing the pre-trained model, YOLOv8x model and setup the
hyperparameters to train the model with the dataset. ‘path’ variable is to indicate where
the training, validation, and test dataset is located in. When the above code is executed,
the outline of the model’s architecture is provided.

Figure 11: Training result and validation of the YOLOv8x model

Figure 11 is given when the training is completed. The trained model is saved the form
of a ‘best.pt’ file. The trained model is examined with the validation dataset. In addition
to the time spent on learning, the number of images for each class is displayed and the
accuracy is calculated.

6 Assessment the trained model

The test dataset is used to evaluate the trained model. The test dataset and the ‘best.pt’
file are needed to assess the model. This step can be executed in the Google Colab
Notebook to use GPU. Mounting Google Drive, installing libraries, and downloading
dataset is consistent with the code in Figures 5, 7, 8 and 9.

6.1 Prediction with the trained model

The trained model is loaded as shown in Figure 12. And then the prediction is made of
what class each object is. Figure 13 shows the codes for the prediction and for displaying
the prediction result.

Figure 12: Load the trained model
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Figure 13: The prediction process and the prediction result

6.2 Evaluation the trained model

The evaluation library is required to evaluate the prediction result. mAP and F1 score
are calculated using Object-Detection-Metrics library.3 For using the library, the two re-
quirements are needed. Converting the text file which is the YOLO format to the xml file,
which has PASCAL VOC format and the library’s source codes.4 The python files can
be copied to Google Drive. The converting code is obtained from Kaggle and is modified

3https://github.com/eypros/Object-Detection-Metrics
4https://github.com/ultralytics/ultralytics/issues/2042
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for this project’s dataset.5 ‘!python’ command can be used to run the evaluation library
in the Colab Notebook as shown in Figure 14. The F1 score is calculated from the results
generated from the code in Figure 14. The F1 score calculation code is shown in Figure 15.

Figure 14: Code for calculating mAP

Figure 15: Code for calculating F1 score

5https://www.kaggle.com/code/siddharthkumarsah/convert-yolo-annotations-to-coco-pascal-voc
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