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1 Introduction 
 

This configuration manual is about how to perform ‘Multi Document summarization using 

fairseq’ and this document will provide step by step method to implement from data 

combining to evaluation of the model. 

 

 

Figure 1 System Specification 

The above are system specifications in which this project has been built from scratch. 

 

Software Used: 

• Python 

• Jupyter Notebook 

• Microsoft Excel 

 

These are software that has been used in this research. Python Language has been used to 

create the deep learning model and to generate the summary. To execute the code Jupyter 

Notebook has been used from the Anaconda package. Any python version above 7 will be 

able to execute the code without any issues. 
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Figure 2 Necessary Packages 

 

 

Figure 3 Necessary Packages 2 

The above is the necessary packages that has to be imported before starting the project. 

 

2 Data Combining  
 

The first step of this project is merge the data of src content which is document and tgt 

content which is target i.e summaries. The data has been combined for training data where 

two dataframe ‘src_content’ and ‘tgt_content’ are combined into one dataframe  by creating a 

dummy column in both dataframes and further joining them based on the dummy column. 

There are about four jupyter notebook files they are train data claning, test data cleaning, 

model building and also one failed experiment for which a separate jupyter notebook has 

been attached. 
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Figure 4 Data Reading 

 

Figure 5 Target Data Reading 

 

 

Figure 6 Combining 

 

 

Figure 7 Saving into CSV 

 

In the same way test dataset is also formed and the whole data has been downloaded from 

(Fabbri et al., 2019) dataset paper. 

 

3 Text Cleaning 
 

In this section all codes executed related to text cleaning will be pasted step by step. 

 

 

Figure 8 Stop words removal 

The above code is to remove the stop words from the dataset. 

 

Figure 9 Stemming 

The above code is to pass the stemming function and this removes different tenses of a word. 
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Figure 10 Removing email id and websites 

The above code is to remove unwanted email id’s and websites present in the dataset. 

 

 

Figure 11  Removing Paranthesis 

Above is the regex function to remove the paranthesis and hyphens and hyphens which is 

applied on the data frame. 

 

 

 

Figure 12 Removing Repeated word 

A word has been found repetitive in the dataset that convey no meaning so a regex function is 

created to remove that particular word from the dataset. 

4 Handling Redundancy 
 

Below code is to handle the redundancy present in the data where cosine similarity matrix is 

is constructed and text are removed based on the similarity scores. 
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Figure 13 Handling Redundancy 

5 Model Building 
 

 

Figure 14 Data Loader 

A custom function is created where the input are tokenized and they are encoded further 

converted into tensors. 
 

 

Figure 15 Model Training 

With number of epochs is equal to 1 the model has been trained with the cross entropy loss as 

the measure of training loss. Fairseq based Bart has been used to build the model. 
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Figure 16 Model Training-2 

Actual training code where the model is trained.  
 

6 Evaluation 
 

 

Figure 17 Evaluation code 

The above evaluation code is to evaluate the model performance based on Rouge Metrics. 
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Figure 18 Custom Input 

The above code is to take custom input from the test dataset from which the model has never 

seen or trained on them. 

 The model has been built in the PC so a cpu based bart has been trained and then used to 

predict the sequence. It does not require any cuda graphics core or won’t ask any dedicated 

graphics installed already. 
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