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A Machine Learning Framework to Scout Football
Players

Hashir Sayeed
X21214611

Abstract

Scouting football players involves selecting players that have potential to play at
a national level for which they are being assessed and also the optimal position they
can play based on their performance such as goals scored, accuracy of passes and so
on. The current challenge is that the scouts may not identify all the performance
factors during their assessment for example Command, Communication and so on.
This research proposes a Machine Learning Framework to scout football players that
have the potential to play at a national level. The proposed framework combines
a classification model and a predictive model. The classification models identifies
the optimal position of the player. The predictive models identifies best possible
match in a national team for every position. The dataset is given by the FIFA
organization, who are responsible for keeping updated statistics of the players.

1 Introduction

Scouting a suitable and talented players among the pool of professional players is a
challenge. It takes a lot of time and effort to find a potential player and watch his per-
formance in person and the performances in the past through video recordings and then
decide whether the player is a good fit for the team or not. As mentioned in the article
(Kidd; 2020), the whole process of scouting which includes 12 or 13 scouts which analyze
at-least 130 games per players which are on recording and then go for live matches. This
whole process is very time consuming. Also, scouts may not identify all the performance
factors during their assessments and might neglect the factors such as Command, Com-
munication and so on. Säfvenberg (2022) All teams strive to assemble their teams with
the greatest players available at every position to improve their chances of success. The
international world cup, the Euros which is an international tournament for European
teams, and other major football events are among the most eagerly awaited occasions.
Making a team with the highest calibre players is therefore really essential. Every coun-
try’s selection committee must assess players who are currently competing in numerous
leagues around the globe to determine which among them is the best fit to make the
team. This makes the role of scouts very important and essential. With all the leagues
and potential players, the task becomes more and more time consuming and difficult as
they have to assess a lot of players which can or cannot be an asset to their respective
teams

There are a lot of advancements in using the machine learning techniques with the data
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generated by the sports to get crucial insights. Morciano et al. (2022) talks about the
players and their performances according to their positions of play and roles and the
impact they have on the overall outcome in a team sport like football or soccer. This
supports the idea that creating a team with best possible players can enable a team
to acquire more sophisticated tactical advancement which in turn boost the likelihood of
winning and overall success of the team. Rajesh et al. (2020) indicated the process of find-
ing positions of the players and building a team would be beneficial to the managements
and help them reduce the costs by finding players of similar positions but with less wages.

The writers of the aforementioned publications have discussed the use of machine learn-
ing approaches to forecast game results, player injury risk, goal scoring trends, etc., all
of which contribute to a football team’s success. Supporting the idea of finding the right
players for the club will significantly boost their chances of success, which will be prof-
itable for management. Thus, making the task of scouts more and more relevant and
important but at the same time making it more and more complicated, hefty and time
consuming task.
The above research has influenced the following research question How well Artificial
Neural Networks can predict the position and value football players?. The
proposed solution will include a machine learning framework which consist of two stage.
First stage will consist of a classification model which will predict the possible position
of the player depending upon the statistics and skills. The second stage will consist of
a regression model which will determine the value of the player which will lead to selec-
tion of players which are more valuable. To implement the framework, specified sets of
research objectives were derived:

• Investigate the state of the art of predicting the position of the player given in the
article Rajesh et al. (2020) and recreate the model defined.

• Design a framework which predicts the position of the players and then predicts
the value of the players.

• Implement the framework

• Evaluate the classification model using confusion matrix and accuracy score and
regression model using RMSE and MAE.

The further structure of the documents is as follows:

• Section 2 consists of related work which includes the in-depth critical analysis of
papers which were previously published and are around the area of interest. The
paper talks about the machine learning algorithm’s implementation to predict the
match results, players contributions, effects of attributes of players, risk of injury,
effect of passing styles, value of players etc. Thus, relating to the idea of the research
question and supporting it.

• Section 3 consists of the implementation of the framework. This includes the de-
scription of how the framework was created and how the pipeline of the framework
was set and implemented and what results were acquired from each experiments
that were performed during the implementation.
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• Section 4 consists of evaluation of the models in the framework and how they
performed and their significance. This also stated the different evaluation metrics
used to evaluate the models and why they were used.

• Section 5 stated the conclusion of the who research and its significance in the
respective domain and the potential future work.

2 Related Work

In general the sports domain have a complex nature due to numerous factors effecting
the in-game direction and overall outcome. Thus, creating an alliance of the predictive
analysis and the domain of sports. Danisik et al. (2018) stated in the article that the
sports sector is constantly looking for ways to improve, so it incorporates insights from
predictive analysis and machine learning to identify patterns and alter tactics to support
growth. As a result, it draws people and businesses looking to win big by outsmarting
the odds in gambling, adding to the reasons that make it a very attractive field.

2.1 Sports incorporating machine learning

In order to learn more, numerous studies involving various sports have been conducted.
For example, Miguel et al. (2019) used machine learning to forecast the NBA draft using
historical information about the players and drafts made. The author’s study was based
on the relationship between NBA selection order and career longevity. Author imple-
mented the bayesian multilevel modeling to forecast the longevity of the player’s career
so that it can incorporate the prior effect of the variables and compute the probability of
each one. In addition to it, the author also implemented the generalized additive model
using Hamilton Monte Carlo. Consequently, stating that the pick affected the players’
careers and that as the picks grow, the players’ careers went shorter. Also, Tirtho et al.
(2022) in their paper, made a forecast of the player’s performances by factoring on their
prior performances, and based on the outcomes, recommended the ideal squad. The
players for each position and class was evaluated by the author, thus then created the
future team with the highest level of performance. The application of machine learning
in sports and how it can advance the existing state of the art are discussed in both of the
aforementioned publications. Predicting the outcome of the game is the most popular
interest. It might change depending on a variety of factors, and in order to arrive at
findings, all of the aspects must be taken into consideration.

2.2 Match Result Prediction

The team’s players are one of the most significant elements or factors influencing the
outcome of the game. They are the ones whose performance can affect how the game
turns out. Each football squad consists of 11 players. As a result, forecasting is extremely
difficult because each player’s engagement has a varied impact. Danisik et al. (2018)
attempted to foretell the outcome of the game by examining each player’s unique traits.
To enhance the present mode, the authors decided to use a neural network using LSTM
and back propagation. The regression model outperformed the classification model in the
author’s evaluation of the model as he performed experiments using both strategies. The
model can accurately forecast the match results by 52.4 percent, according to the final
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analysis. According to this, the players’ actions have a greater than 50 percent impact
on the final outcome. The model might become better with the introduction of other
factors. The squad and players have a significant and extremely crucial impact on the
outcome, which served as the primary driving force behind this article. Hence, it becomes
evident why a team would focus primarily on strengthening their squad.

2.3 Improving the Squad

The management of the club must analyse all of the players who are currently on it and
how they may improve by, if at all feasible, locating the best replacement on the market.
Numerous considerations must be made in order to identify the best players for a certain
role. To identify and assess these characteristics, many research have been conducted.
The player’s age is one of the things that affects them and their performance. Saavedra-
Garćıa et al. (2019) emphasised the significance and varying effects of player age. The
author employed an additive model and discovered an intriguing finding that showed a
relationship between player height, performance, and age and year of competition. The
first 90 days of the year, or a quarter, were selected by the author because they are
frequently employed to discover or examine the relative age effect. The first quarter’s
performance was compared to the year as a whole. The study revealed that the RAE
fluctuated throughout the year. Additionally, because younger participants had lower
RAE and their RAE was approaching a stable section as they became older (approaching
35), there was no relevance found in their data. Säfvenberg (2022) added his findings
to the research and stated that by taking into account several statistics like team com-
position, player position, goals, strategies used, tackles, throws, assists, free kicks, etc.,
it provided the player’s peak performing age. The study backed up the notion that a
player’s peak performance is crucial, and that every player in every position has a dif-
ferent range of peak performing ages.Thus, managements can improve squads by taking
into account the age factor. Research is going on to reveal the additional elements that
can be used to strengthen the squad. For example, Rossi et al. (2022) emphasised the
significance of top athletes’ health under demanding and competitive conditions because
it directly affects their performance and enhances comparative performance over time.
Also, Robles-Palazón et al. (2023) brought out the significance of reducing injury risk
among the players to assist them perform better by forecasting injury using the players’
medical and fitness test data. In order to improve the unbalanced data, the paper in-
cluded ensemble approaches to forecast the probability of injury among the players.All of
these lend support to the squad’s improvement idea. However, one of the most important
elements in enhancing the squad might also be creating a higher-performing team with
new and better players.

2.4 Building Team

Finding players with diverse attributes and figuring out the optimal composition are
necessary when creating a team from scratch or adding new members to an existing
one. This can change based on a long number of criteria. Al-Asadi and Tasdemı́r (2021)
demonstrated the significance of improving a football squad. The author considered
different results-affecting aspects to identify the best player for a given role before selecting
the players for the composition. To lessen the disparity in the players in the minority
position, such as the goalkeepers and defenders, several sampling techniques were used.
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The research used data from the FIFA video game, which includes comparable player
statistics from real life. The study identified the various characteristics that contributed
to the various positions of players. Correspondingly, Cho et al. (2021) mentioned that
when building a team, team chemistry is equally crucial. In order to create a team with
a similar mentality and playing style, it is crucial to assess each player’s passing style.
This will boost the team’s efficacy. The author used player and club statistics from many
leagues, including the Barclay’s Premier League, the Bundesliga, and the La Liga, among
others. The passing points, proportion of long and short passes, source of the majority of
the passes, and completion rate of the passes were used to produce the vectors in order to
identify patterns in passing style. For this, a neural network was used as the modelling
method. Finding the players who are most suited for the team, according to both articles,
is crucial. As a result, the value of the players is crucial to team construction because it
directly relates to each player’s success.

2.5 Selection of a Player

Multiple studies are being conducted to determine whether a player has the potential
to succeed or not. Morciano et al. (2022) in his study, made an attempt to forecast
the player’s performance in the training session using the statistics from the preced-
ing training sessions. The author concentrated on physiological parameters, and per-
formance was anticipated based on those and improvements in those areas. The au-
thor employed 15 folds of cross-validated multivariate logistic regression. The outcomes
demonstrate that the models worked effectively and provided accuracy between 92 and
95 percent.Consequently, determining if a player is a managerial asset or not. Likewise,
Murugappan (2022) used the ensemble approach and attempted to foretell a player’s
suitability for a specific squad based on the player’s position, skills, and historical funda-
mental data. To identify players who are comparable to the current player but less skilled,
the author used Cosine and Euclidean distance. The results demonstrated that the Ran-
dom Forest had the best outcome overall, providing accuracy of 60 percent. Rajesh et al.
(2020) tried to develop the team based on the qualities and competencies of the players
while determining the market value of the teams and players. To determine the play-
ers who were qualified for team selection, the author used techniques including Random
Forest, Support Vector Machine, and Decision Tree. Following an evaluation of the mod-
els, the authors concluded that the Random Forest model, which had an accuracy of 83
percent, an F1 score of 92, and a Jaccard similarity of 83, produced the best results. On
the other hand, Lindberg and Soderberg (2020) utilised time series data from the fantasy
premier league, an official Barclays premier league programme where users create their
own teams and attempt to assemble the greatest lineup possible for each game day based
on the performance of the players on that game day. Because the data was categorised
as a time series data, the author suggested using neural networks with LSTM. Using
the data from the prior week, the model projected the highest performing player from
each position, resulting in the top performing team for each week. Additionally, the res-
ults indicated that models can receive more than average points when both approaches,
namely regression and classification, were taken into account. The models provided vary-
ing degrees of accuracy for various positions. With 70 and 83 percent respectively for the
goalkeeper and midfielder, and 69.8 and 75.6 for the midfielder and forward, respectively,
and the best performing model was MLP. However, on average, LSTM outperformed
other methods by 1.5 percent. Consequently, it may be used to forecast which players
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will meet a team’s needs for each position.

2.6 Research Contribution

Taking inspiration from the paper reviews mentioned above and concluding that the team
building is one of the most important aspects which determines the success of the team
and thus, making the role of Scouts even more crucial. The contribution of the research
will be helping scouts in making the decisions faster and more effectively by finding the
suitable players which can be an asset to the team and reduce the workload of whole
procedure by finding the best possible position of the player using the Artificial Neural
Network and then predicting the value of the player giving information of which players
have potential. This would be incorporated as a framework which will be comprised of
two stages, first will be the classification stage for predicting the position and then the
regression stage which will be used to predict the value.

3 Methodology

This research will incorporate the Knowledge Discovery in Database(KDD) methodology.
The following figure 1 shows the structure of the KDD methodology. As the figure shows,

Figure 1: Knowledge Discovery in Database(KDD)

the process involving the KDD process. The KDD emphasises the “high-level” use of
certain data mining techniques and refers to the broad process of discovering knowledge
in data. The main goal of KDD is to extract or formulate the knowledge from the given
data which can be of use for the research. The main extraction of knowledge is done
by using the data mining and machine learning methods. To implement this, certain
procedure have to followed to transform the data which can be used to fit in the methods
for extraction of the knowledge. The following steps describe the incorporation of the
KDD methodology in the research.

3.1 Data Pre-Processing

There are a lot non-essential and unwanted data in the dataset. Thus data pre-processing
can help remove the unwanted data and improve the quality of the data. It will also create
a better understanding of the data which in turn can open various patterns in the data.
Also, there are a lot of missing data, thus cleaning of data is necessary.

3.2 Data Transformation

The current data is not suitable for implementation of any of the machine learning tech-
niques as it has a lot of alpha numeric data also reduction of the dimension of the data is
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essential for data mining and machine learning models to work effectively. Thus, trans-
formation of data is essential step for the research.

3.3 Data Mining Methods and Evaluation

To achieve the final goal of the research, data mining and machine learning algorithms
are to be implemented to predict and forecast the final factors to support the research
and these results are to be evaluated using proper evaluation metrics to give a proper
understanding of the result and how it will affect the current situation.
Thus, above explanation validates the use of KDD methodology in this research.

4 Design Specification

The following research used a machine learning frame work to help support the research
and it’s purpose. The frame work consists of two layers or stages as shown in the fig-
ure below. First stage includes a classification model using Artificial neural network.

Figure 2: Framework

This classification model predicts the position of the player depending upon the statistics
that were provided of the player in the following database. The number of classes were
confined to 9 major positions that was“Striker” (ST), “Midfielder” (MF), “Center At-
tacking Midfielder” (CAM), “Center Defensive Midfielder” (CDM), “Center Midfielder”
(CM),“Winger” (WN), “Center Back” (CB),“Defense” (DF) and “Goalkeeper” (GK).
The model is supposed to predict one of these positions. The Artificial Model used is
made using the python library named Tensorflow. The model have an input sequential
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layer followed by the two hidden layers and finally an output layer. The first three layer
have an activation function called “Relu”. The final output layer has an activation func-
tion of “Softmax”. All of the layers are being followed by a dropout layer up until the
final output player with 0.1 percent as the dropout rate. The proper structure of the
model can be seen in the figure shown below. For compilation of the model, “Categorical

Figure 3: Model Structure

crossentropy” loss function was used as the model is a classification model with multiple
classes. The optimizer used was “SGD” optimizer and the test and train ratio used for
the model was 80 percent train and 20 percent test data. The model was train for 500
epochs with a batch size of 20 per epoch.
For the next stage that was stage 2, a regression artificial model was created. For this
stage the model has to predict the value of the players which is related to success of the
player and thus, providing valuable information about the player’s importance. For this
model, the first layer having “Relu” as the activation layer followed by two hidden layers
having “Relu” as their activation function as well. For the final output layer, a “Linear”
activation function was used. All the layers were followed by the dropout layers up-to the
final output layer and have a 0.1 percent of dropout rate. This model also has the same
structure as the one for the classification model which is shown in the figure 3 above. For
the compilation of the model, “Mean Squared Error” loss was taken as the model is a
regression model. As for the optimizer, “Adam” optimizer was used. Model was trained
for 500 epochs using 20 as the batch size per epoch. Thus, by combining these two stages,
the final framework was created.
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5 Implementation

5.1 Data Description

The data was taken from an open source website named as Kaggle. The data has 74
columns and consists of statistics of the football players given by the organization called
FIFA who are responsible for keeping the updated statistics of all the players who are
registered under their jurisdictions. FIFA is the biggest organization which controls and
organizes the events related to football all around the world. They are also partnered
with several organization who developed the game named FIFA which represents the
actual players in a video game with real life statistics. This is another motivation for the
organization to keep their statistics up to date.

5.2 Data Pre-Processing

The data have 74 columns which indicates certain aspect and information about a player.
Some of the columns are Name of the player, Age, Clubs they play in, their value, their
current wage and all the statistics related to their performance like acceleration, agility
composure etc. These columns are essential as they provide critical information about
a player, its play-style and his performance in the past. Some of the columns are non-
essential for example, link of the photo of the player, link to their club’s logo and so
on which are non-essential towards the research. Thus, for the initial step, all the non-
essential and unwanted columns were removed from the data. Some of the players have
more than one preferred positions as players tend to play different positions under different
managers as they like to play with different compositions and have different play-styles.
For example, Cristiano Ronaldo, a very famous Portuguese player have two different po-
sitions set as his preferred position as he tends to play on “Left Wing” in his club named
Real Madrid and played as “Striker” in his National team. This is mainly due to two
different factors, first was his ability to play in multiple positions and second was the
manager’s preference. Thus, to incorporate both sides, the table was flattened and made
as all the possible positions were made into different rows. After this, all the possible
positions of the players were narrowed down to just 9 major positions. This was done to
reduce the complexity of the model and classes for the predictions. These 9 classes are
“Striker” (ST), “Midfielder” (MF), “Center Attacking Midfielder” (CAM), “Center De-
fensive Mid-fielder” (CDM), “Center Midfielder” (CM), “Winger” (WN), “Center Back”
(CB), “Defense” (DF) and “Goalkeeper” (GK). Labels were created for all the positions
to use them as classes. Unwanted columns like, “photo”, “flag”, “club logo” and so
on which are non-essential and ineffective towards the final results were removed. The
“Value” and “Wage” columns had some characters to represents the values in euros. The
columns were stripped off of any such character and type was changed to a integer format
for the models. The column named the “Nationality” which was a character type column,
was labeled and changed into factors. Same process was followed for the “Club Names”
column. All the NaN and empty values were filled in accordance with the factors for that
particular column.
Some of the columns in statistics had values like “70+9” which is representation of com-
bination of old and updated statistics of that player. It indicates how much the player
have improved or worsen from his past performance. The first numeric values represent
the previous performance and the next numeric value represents the updated values. For
the model, all the values have to be added or subtracted accordingly. Thus, a function
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was created to add all the values which had “+” in the value and similarly to subtract
if “-” was found in the value. For final transformation of data for the artificial neural
network, the final prediction values which is the “Position” of the players were changed
to a category which is a representation of a list containing 0’s and 1’s. 1’s corresponds to
the positions of the player and rest are represented as 0’s.

5.3 Model Implementation

Several model’s were implemented in the following research. These are two models used
in a framework in addition to this, base paper’s model was also implemented which was
taken from the author Rajesh et al. (2020). Thus the implantation was divided into
following experiments that are listed below.

5.3.1 Experiment 1

The first experiment was totally dedicated to recreate the base model paper by the author.
For this, the data was divided into two part after the pre-processing Rajesh et al. (2020).
The two parts were the depended data which is used to train the model and second was
the independent data, which is used to train the model for predictions. After dividing
the data, Random Forest Classifier was implemented with 1000 estimators. The following
model was the best performing model according to the author to predict the positions
of the players among several other classification models. Predictions were made after
training the model and results were evaluated.

5.3.2 Experiment 2

For the next experiment, the artificial neural network was used in-place of the Random
Forest Classifier. As discussed in the “related work” section, the author Inana and Cavas
(2021) implemented the ANN with LSTM to predict the value of players which gave
great result and low error as compared with the results obtained by the author Al-Asadi
and Tasdemır (2022) in which he used different regression models. Thus, supporting the
idea of using the ANN model. For this experiment, the structure of the neural network
that is defined in the design specification section was used. The model was trained using
“Adam” optimizer for 500 epochs. Then the trained model was used to predict the results
and the results were evaluated and compared with the base model paper.

5.3.3 Experiment 3

In order to improve the current Artificial Neural Network, another model was made by
adding another hidden layer of 2048 neurons having “Relu” as an activation function.
The new model was trained for 500 epochs using “SGD” optimizer. Then the model was
used to predict the positions and the results were compared with the previous model and
base paper’s model.

5.3.4 Experiment 4

As for the next experiment, a neural network of similar structure was used that was
used in the experiment 2. This model was an regression model to predict the value of
the player, which was the next stage of the framework. The model was trained for 500
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epochs using the “Mean Squared Error” loss function and “Adam” optimizer. Then the
model was used to predict the value of the players and the final results were evaluated.

6 Evaluation

The framework was evaluated separately and by using different evaluation metrics as it
has two levels or two stages with different type of models. For the first stage/level, the
model used is a classification model.
Thus, for the classification model there are numerous evaluation metrics. Among the
many, the most important one is the confusion matrix. The confusion matrix is the
evaluation tool which evaluates the performance of the classification model. It give out
the evaluating number like true positive, true negative, false positive and false negative.
The “True Positive” represents the values which were predicted by the model as True
and the actual value was also True. The “False Positive” represents the value which was
predicted by the model as False but actually it was True. The “True Negative” represents
the value which was predicted by the model as False and the actual value was False. The
“False Negative” represents the value which was predicted by the model as False and the
actually it was True.
Another evaluation matrix that was used was the classification report which gives the
“Precision”. “Recall” and “F1 Score” of the model and also the accuracy of the model.
The “Precision” depicts the quality of the predictions that were made by the model which
were positive. The “Recall” give the information about the ratio of the predictions that
were correctly predicted by the model. The “F1 Score” gives a sense about the accuracy
of the model in predicting a correct class throughout the entire dataset by combining the
“Precision” and “Recall” scores of the model.
As for the next stage/level, the model was a regression model. Thus, requiring different
evaluation metrics as compared to classification models. Thus, the metrics used were
“Mean Squared Error”, “Mean Absolute Percentage Error” and “Mean Absolute Error”.
The “Mean Squared Error(MSE)” dictates the average error between the squared values
of the predicted and actual values. The “Mean Absolute Percentage Error(MAPE)”
calculates the magnitude of the error made or generated by the model the model or in
other words how far were the prediction from the actual values. The “Mean Absolute
Error” also calculates the difference between the predicted and actual values thus, stating
the error made by the model in the predictions.

6.1 Experiment 1

The first experiment was to recreate the base paper model. Thus the random forest
model was used to predict the positions of the players as described in the paper by
the author Rajesh et al. (2020). For evaluation of this model, a confusion matrix was
created which is shown below in the fig. 4. It shows the matrix with respect to the ”9
major positions” that the model was trained to predict. These are in a sequence from
0 to 8 which represents “CAM”, “CB”, “CDM”, “CF”, “CM”, “DF”, “MF”, “ST” and
“WN” respectively. The colour shows the ability of the model to predict the particular
class. The darker the colour the worse are the predictions. For example, the third class
which represents ”CF” have black colour throughout the range of predictions thus stating
that the model had difficulty in predicting this position. This could be because of data
imbalance.
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A classification report was also made to show the accuracy of the model which was given
as 88 percentage. All together with “Precision”, “Recall” and “F1 scores” of each class.

Figure 4: Confusion Matrix of Random Forest

6.2 Experiment 2

For the next experiment, the model was changed from the Random forest to Artificial
Neural Network with three hidden layers and “Softmax” and the final layer’s activation
function. The model was compiled using “Categorical Cross Entropy” and “ADAM”
optimizer. For evaluation of the model, accuracy scores were taken into account. For this
model, on train data of 80 percent the final accuracy score after 500 epochs, achieved was
65 percent.

6.3 Experiment 3

For the next experiment, the Neural network was changed a little by adding another
hidden layer and the optimizer was changed from “ADAM” to “SGD”. The final accuracy
score achieved for this model on train data of 80 percent after 500 epochs was 72 percent.
Also, the confusion matrix was created to compare the results with the base model paper.
The matrix is shown in the figure below. Each array represents each class.
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Figure 5: Confusion Matrix of ANN

6.4 Experiment 4

For the next experiment, the next level/stage of the framework was implemented. Artifi-
cial neural network was created with three hidden layer’s having “relu” as an activation
function with final layer with “linear” activation function. The model was compiled using
“mean squared error” and “ADAM” optimizer as this is an regression model for predict-
ing the value of the players. After 500 epochs, the accuracy achieved was 66 percent and
loss was 0.9. The “Mean Squared Error” for the model was calculated which came out
to be 0.63 and “Mean Absolute Error” came out to be 0.3 which was very less indicating
the predictions of the value of the players were very close.

6.5 Discussion

The base paper model was difficult to recreate due to number of reasons. First major
problem with the article was no information about the dataset. The information about
the dataset was incomplete, for example the year of the data used and from where it
was acquired. The second major issue with the research which created a hindrance and
variation in the final result was the lack of description of data pre-processing. The
research paper was lacking the in-depth description of the data pre-processing process
which added to the change in results as the final accuracy was different with respect to
the results depicted in the research paper. In the paper the accuracy acquired was 85
percent while in the research, after recreating all the steps provided and taking some
necessary steps, the final accuracy acquired was 88 percent which is 3 percent more than
the base paper. The accuracy of the artificial neural network achieved in the classification
model was 72 percent which is less than the base paper. This can be due to imbalance
in the dataset as the positions are not equally distributed throughout the data and also
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Figure 6: Accuracy of models

the classes that were created to reduce the number of positions to only nine can be a
factor. The final results are represented in the table shown in Fig. 5. As for the final
regression model, the error achieved in the model was very low indicating that the value
of the players were predicted accurately thus, supporting the idea of finding the probable
players which could be valuable to the team in particular positions thus, reducing the
time of the scouts in narrowing the choices they have to evaluate.

7 Conclusion and Future Work

This research was done to help and support the scouts to find the players which can be
valuable to the national team and improve the national team. This main focus was to
reduce the overall time taken in the whole process of scouting. To tackle the problem,
the framework was created. The first level of the framework gave 72 percent accuracy
which is less than the base model paper which at the same time important as it can be of
help as the research was focused on helping the scouts and not recreating was is already
stated. In other words, less accuracy indicates the variation in the positions of the players
with respect to actual position they currently have. The variation is in-accordance with
all the statistics that the player currently have thus, creating a new point of view for the
scouts to look at and new possibilities with the players. The accuracy is not low at the
same time not too accurate to state that the results can be looked at or to be considered
for future reference. The second stage of the framework predicted the value of the players
with very less error and with MSE as 0.6 which is comparable and even better than most
of the other research paper that were discussed above thus, indicating the ability of the
model to find the probable players which can be of asset to the scouts. Thus together,
the framework would provide essential information to the scouts which could be used
to make important decisions and help the scouts to ease their work and complexity by
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narrowing down the field of probable selection area of the players. As for the future
work, the current framework can be improved in certain ways. For example, increasing
the number of epochs or adding new layers to find the effect on the final results. New
models can be used to replace the artificial neural network in regression model which is
in stage/level 2 of the framework like additive model and compare the performance. New
statistics of the players can be used in the first stage. For example, adding heat-map of
the players and combining the results with current model. Also adding the statistics for
the training performance of the players in the dataset to provide more attributes.
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