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Pre-Owned Bike Price Prediction Using Machine
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Keerthana Sathyanarayanan
x21195234

1 Introduction

This configuration manual can be used to achieve same objectives as the work conducted
generating equivalent results. It includes hardware and software specifications, dataset
source, model implementation code and model evaluation code appended.

2 Hardware and Software Specifications:

• CPU: Processor used for the research is 11th Gen Intel(R) Core(TM) i5-11320H @
3.20GHz 2.50 GHz.

• RAM: RAM used for the study is 16GB.

• Storage: 477 GB

• GPU: NVIDIA GeForce MX450

• Operating System: 64-bit operating system, x64-based processor. Windows 11 is
used.

• Environment: R Studio.

• The programming language used is R programming.

• The package dependencies are tidyverse, corrplot, ggplot2, lubridate, gridExtra,
caTools, GGally, randomForest, caret, ISLR, xgboost.

3 Dataset Used:

• The dataset used in this project is a bike price prediction dataset.

• It includes various features related to bikes, such as model name, model year, kms
driven, owner location, mileage power, price.

• It comprises over 5063 records providing data from all across India.

• The source of the dataset is Kaggle. 1

1https://www.kaggle.com/datasets/vinayjain449/bike-prediction-with-linear-regression
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4 Research Question:

How effective are the machine learning models in accurately predicting the resale value
of the used bikes?

5 Objective:

Using the five potential machine learning models, a comparative study to identify the
best models for forecasting the price of used bikes is conducted. Models used include
Linear Regression, Elastic Regression, Support Vector Regressor, Random Forest, and
XG Boost.

6 Experiment Design:

6 shows the process flow of the experiment.

7 Implementation

• Step 1- Run the code from figure 2 to 6. The code in this section encompasses
tasks to be performed before building the model. It includes, data loading, data
exploration and preprocessing(checking missing values, handling categorical data
by converting to numeric, handling outliers and computing correlation matrix),
exploratory data analysis and data splitting.

• Step 2- Execute figure 7 to build linear regression model and obtain its MAPE and
RMSE scores. The figure 8 shows the console output of linear regression model.

• Step 3- Implement figure 9 and 10 to build random forest model. The console
output of random forest model is shown in the figure 11.

• Step 4- The SVR model can be built with the code from the figure 12 to 14. The
figure 15 shows the console output with MAPE and RMSE scores.

• Step 5- Elastic Regression model is built with the following code shown in figure 17
and 18. The console output is shown in figure 16.

• Step 6- The XG Boost model execution can be seen in the figure 20. The MAPE
and RMSE values are displayed in the console in the figure 19.

The seed value and the split ratio are set to different numbers to ensure stability of
the model. The split ratios 80:20 and 70:30 are provided with three seed values 123, 321
and 1712. The no. of trials performed at each split is recorded and their corresponding
MAPE and RMSE values are reported.

7.1 Linear Regression:

In Table 1 it shows the trails performed in each split in Linear Regression.
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Figure 1: Work Flow Design

7.2 Random Forest:

In Table 2 it displays the trials run in each split of Random Forest.

7.3 Support Vector Regressor:

In Table 3 it displays the trials performed in each split of Support Vector Regressor.

7.4 Elastic Regression:

In Table 4 shows the trails run on each split in Elastic Regression.

7.5 XG Boost:

In Table 5 it displays the trials performed in each split of XG Boost.
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Figure 2: Model Implementation Code-1

Figure 3: Model Implementation Code-2

8 Evaluation

The Mean Absolute Percentage Error (MAPE) and Root Mean Square Error (RMSE)
are the two evaluation metrics used.

8.1 MAPE:

Table 6 displays the the MAPE value before and after hyperparameter tuning. The
MAPE value of Random Forest is significantly decreased from 34 to 17.01. Next to
Random Forest, XG Boost has the least MAPE score with 17.4. In figure21MAPE score
is shown by a complete line graph of all models before and after hyperparameter tuning.
The figure 23 illustrates complete performance comparison based on MAPE among all
the models carried out. The choice of MAPE metric is supported with this reference
Tayman and Swanson (1999).
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Figure 4: Model Implementation Code-3

Figure 5: Model Implementation Code-4

8.2 RMSE:

Chai and Draxler (2014) reported that RMSE is a better metric. Hence, RMSE is chosen
as the evaluation metric for the study. Table 7 shows evaluation of models using RMSE
metric. There is notable drop in RMSE number of Random Forest model after hyperpara-
meter tuning. Before tuning it was 30392.1 and after tuning, it came down to 19405.75.
But XG Boost has the least RMSE value with 18998.57. Figure22 displays the line graph
of RMSE fluctuations before and after hyperparameter tuning. In illustration 24 all the
five models are compared in aspect of performance having RMSE as the evaluation metric.

References

Chai, T. and Draxler, R. (2014). Root mean square error (rmse) or mean absolute
error (mae)?– arguments against avoiding rmse in the literature, Geoscientific Model
Development 7: 1247–1250.
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Figure 6: Model Implementation Code-5

Figure 7: Model Implementation Code-6(LR)

Tayman, J. and Swanson, D. (1999). On the validity of mape as a measure of population
forecast accuracy, Population Research and Policy Review 18: 299–322.
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Figure 8: Model Implementation Console Output-LR

Figure 9: Model Implementation Code-7(RF)

Figure 10: Model Implementation Code-8(RF)

Figure 11: Model Implementation Console Output-RF
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Figure 12: Model Implementation Code-9(SVR)

Figure 13: Model Implementation Code-10(SVR)

Figure 14: Model Implementation Code-11(SVR)
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Figure 15: Model Implementation Console Output-SVR

Figure 16: Model Implementation Console Output-ER

Figure 17: Model Implementation Code-12(ER)
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Figure 18: Model Implementation Code-13(ER)

Table 1: Data Split and No. of trials- Linear Regression

Split Seed
Metrics

MAPE RMSE

80:20
123 33.44 30159.58
321 34.83 28553.16
1712 33.64 30392.1

70:30
123 33.44 30159.58
321 34.83 28553.16
1712 33.64 30392.1

Table 2: Data Split and No. of trials- Random Forest

Split Seed
Metrics

MAPE RMSE

80:20
123 33.44 30159.58
321 15.28 18053.13
1712 17.01 19405.75

70:30
123 16.92 18910.54
321 15.28 18053.13
1712 17.01 19405.75

Table 3: Data Split and No. of trials- Support Vector Regressor

Split Seed
Metrics

MAPE RMSE

80:20
123 24.32 24148.12
321 21.85 23705.36
1712 22.78 23668.89

70:30
123 24.32 24148.12
321 21.85 23705.36
1712 22.78 23668.89
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Figure 19: Model Implementation Console Output-XGB

Table 4: Data Split and No. of trials- Elastic Regression

Split Data
Metrics

MAPE RMSE

80:20
123 35.21 30157.29
321 34.38 28555.25
1712 33.76 30379.65

70:30
123 35.21 30157.29
321 34.38 28555.25
1712 33.76 30379.65

Table 5: Data Split and No. of trials- XG Boost

Split Seed
Metrics

MAPE RMSE

80:20
123 17.83 18834.24
321 16.81 18287.10
1712 17.4 18998.57

70:30
123 17.83 18834.24
321 16.81 18287.10
1712 17.4 18998.57

Figure 20: Model Implementation Code-14(XGB)
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Figure 21: Hyperparameter Tuning: MAPE

Figure 22: Hyperparameter Tuning: RMSE
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Table 6: MAPE before and after hyperparameter tuning

Model Before After
Random Forest 34 17.01
Elastic Regression 34 34.37
Support Vector Regressor 22.80 22.78
XG Boost 17.37 17.4

Table 7: RMSE before and after hyperparameter tuning

Model Before After
Random Forest 30392.1 19405.75
Elastic Regression 28555.2 28552.68
Support Vector Regressor 23831 23668
XG Boost 19413 18998.57

Figure 23: Model Performance Comparison based on MAPE
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Figure 24: Model Performance comparison based on RMSE
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