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1 Overview

The configuration manual is the step-by-step guide for setting up the environment, pre-
requisites and execution of the research project “Lightweight Deep Learning Framework
for Brain Tumour Classification”.

2 Hardware/Software Requirements

2.1 Hardware Requirements

The research project was executed on the system with the following hardware configura-
tions.

• Operating System: Windows 10 Home Single Language(Version: 22H2).

• Processor: Intel(R) Core(TM) i5-8250U CPU @ 1.60GHz 1.80 GHz.

• Storage: 2TB.

• RAM: 8GB(Extendable 20.4GB Virtual Memory).

• Graphical Processing Unit: NVIDIA GeForce MX150.

2.2 Software Requirements

The software that aided the designing, implementation and execution of the research
project are as follows.

• Development Environment: Jupyter Notebook(Version: 6.4.12).

• Programming Language: Python(Version: 3.10.7).

• Tools: Lucidchart and Overleaf.

3 Set Up

3.1 Python

3.1.1 Installing Python

Following are the steps to install Python in the system.
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1. Go to offical website of Python1 and download python source code and installer
with version 3.10.7.

2. On the python source code and installer with version 3.10.7 is downloaded. Install
Python by running the installer as shown in Figure 1.

Figure 1: Installing Python

3.1.2 Starting and Verifying Python

The following steps will help to verify the availability of Python and Python version in
the system.

1. Open the command prompt by searching “Command Prompt” in the Windows
search bar.

2. Once the command prompt is opened type python and execute it. The version of
Python is also displayed on execution of it as shown in Figure 2

Figure 2: Python and its Version

1https://www.python.org/
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3.2 Jupyter Notebook

3.2.1 Installing and Running Jupyter Notebook

Following are the steps to install and run Jupyter Notebook in the system.

1. Go to offical website of Jupyter2. Scroll down to the section of Jupyter Notebook
and click on “Install the Notebook” as shown in Figure 3.

Figure 3: Install Jupyter Notebook

2. After clicking on “Install the Notebook”, several ways to install Jupyter will be
displayed. Open the command prompt and execute the command as shown in the
Figure 4 to install Jupyter Notebook.

Figure 4: Command to Install and Running Jupyter Notebook

3. On executing the commands mentioned in the above step, a web interface will be
popped up in the default browser. Click on “New” and then “Python3” to open the
new Jupyter Notebook as shown in Figure 5. Then try executing the simple Python
command to ensure the integration and execution of Python in Jupyter Notebook
as shown in Figure 6.

2https://jupyter.org/
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Figure 5: Opening New Jupyter Notebook

Figure 6: Execution of Python Code in Jupyter Notebook

3.3 Data

3.3.1 Data Selection

The data used in the research project is accessible on Kaggle(Nickparvar; 2021). The
dataset consists of 7023 ‘.jpg ’ images of MRIs of 4 different classes of brain tumours.

3.3.2 Importing Data

To import the dataset into the system, navigate to the Brain Tumour MRI Dataset3 on
Kaggle. Hit the download button as shown in Figure 7. Post that select the repository
created for the implementation of the research project in the system. Click on download,
then download will begin and data will be imported into the system as ‘.zip’ file. Extract
the data from ‘.zip’ file.

Figure 7: Importing Data from Kaggle

3https://www.kaggle.com/datasets/masoudnickparvar/brain-tumor-mri-dataset
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3.4 Libraries

Following is the list of the packages and libraries required for pre-processing of data,
implementation of the model and evaluation of it.

• PyTorch

• Torchvision

• NumPy

• Collections

• Matplotlib

• Pillow

• Scikit-learn

• Seaborn

• Scikit-optimize

3.4.1 Installing Libraries

Install the necessary libraries required for the execution of the research project using the
following command.

pip install torch

pip install torchvision

pip install matplotlib

pip install Pillow

pip install scikit-learn

pip install scikit-optimize

3.4.2 Importing Libraries

Once the required libraries are installed, those libraries are imported, as shown in the
Figure 8, for implementation and execution of the research framework.

4 Project Development

4.1 Seed SetUp

For the purpose of reproducibility of research results, set the seed of the environment as
shown in the Figure 9.

4.2 Directories SetUp

Directories in which the data is present are set as shown in the Figure 10.
Note: The research data and Jupyter Notebook file are in the same directory.
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Figure 8: Importing Libraries

Figure 9: Setting Seed

Figure 10: Directories SetUp

6



4.3 Data Loading and Pre-Processing

After setting up the data directories, the data is loaded and pre-processed. The snippet
of code for data loading and pr-processing can be seen in the Figure 11.

Figure 11: Code for Data Loading and Pre-Processing

4.4 CNN Model

The CNN model of the research project has similar architecture of the model by Soewu
et al. (2022). The architecture and code for the implementation of CNN can be seen in
the Figure 12.

Figure 12: CNN Model
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CNN model is trained with the training data as shown in the Figure 13.

Figure 13: Training CNN

4.5 Pruning CNN Model

CNN Model is pruned using a magnitude-based weight training technique. The function
for pruning the CNN model can be seen in the Figure 14.

Figure 14: Pruning Function

Later the pruned model is re-trained on the training data.
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4.6 Optimal Pruning Ratio

The optimal pruning ratio is identified using the objective function as shown in Figure 15.

Figure 15: Objective Function for identifying Optimal Pruning Ratio

Then lightweight deep learning framework is built using the CNN model, pruning
functional and optimal pruning ratio.

5 Project Testing

The developed framework is validated with the help of testing data. The code for the
testing of the framework is in the Figure 16.

Figure 16: Validating the Framework
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To validate the robustness of the model, k-fold cross-validation technique is applied
as shown in the Figure 17.

Figure 17: K-Fold Cross Validation

The performance metrics of the framework are calculated as shown in the Figure 18,
19, 20 and 21

Figure 18: Computing Accuracy

Figure 19: Computing Confusion Matrix
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Figure 20: Computing Sensitivity and Specificity

Figure 21: Plotting Loss and Accuracy per Epoch
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