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1 Introduction

This paper give an idea about the implementation of the proposed system 1 (n.d.). The
code execution and their corresponding output is shared in this configuration manual.
The system configuration is also shared in this paper.

2 System Configuration of the proposed system

Google colab platform is used to execute the proposed system. The detailed configuration
list is shown in Figure 1

Figure 1: Configuration

3 Importing packages

The main packages that used for the proposed study were tensorflow and python. The
study was built using tensorflow 12.0 framework. The list of packages imported were
displayed in Figure 2

4 Data loading

The data is loaded from google cloud platform which is mounted to google colab. Figure 3

5 Exploratory data analysis

Exploratory data analysis were performed on amazon review dataset. The distribution
of target variable is ploted in Figure 4
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Figure 2: Libraries

Figure 3: Data loading

Figure 4: Data exploration
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Figure 5: Plot

The length of reviews were analyzed. Data exploration illustrate count of reviews
exceeding length 1500 in Figure 6

Figure 6: Data exploration

6 Data cleaning

The data was cleaned after removal of punctuation’s and HTML tags in Figure 7

Figure 7: Data cleaning

7 Label encoder and text vectorization

The model parameters were assigned with corresponding value. The dataframe was con-
verted into dataset and split into training and test dataset. The training dataset were
used for encoding target variable in Figure 8
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Figure 8: Label encoding

The dataframe was converted into dataset using preprocessing function which also
create dataset in batches and shuffled it and shown in in Figure 9

Figure 9: Dataset transformation

Now, text vectorization function was built for transformation of comments into its
tokens as shown in Figure 10

8 Model creation and metrics

Model template was created and is shown in Figure 11
Training of model was achieved using fit method and displayed in Figure 12
Accuracy and loss were ploted and displayed in Figure 13 and Figure 14 respectively.

9 Transforming reviews into vectors

Embedding layer was extracted from the model, and this layer was used to convert reviews
into embedding vectors in Figure 15
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Figure 10: Text vectorization

Figure 11: LSTM model using embedding layer

Figure 12: Model Fit

Figure 13: Accuracy plot
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Figure 14: Loss plot

Figure 15: Embedding vectors
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10 Implementation of scann

This phase was executed in different script called Scann.ipynb The json stored from above
script was loaded and the packages were imported initially in Figure 16

Figure 16: Loading packages

The loaded file was read using pandas package and the DOC ID acts as identifier
was used to identify the reviews. The list of DOC ID was collected in target variable in
Figure 17

Figure 17: Reading encodings

11 Scann Model

Encodings of each review were collected in an array in Figure 18
Scann model was built using the dot product parameter in Figure 19

12 Search Function

Filter neigbor function was created to calculate the distance between each reviews and
the comments having distance greater than 200 were captured in Figure 20
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Figure 18: Encodings

Figure 19: Scann model

Figure 20: Filter function
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Embedding vector of each comment was passed to the filter neigbor function in Fig-
ure 22

Figure 21: Passing each vector

Raw data were loaded further to merge back with comments using DOCcolumn in
Figure 22

Figure 22: Loading raw data

13 Results

The target column indicated the reviews and neighbor column captured similar reviews.
The result is displayed in Figure 23
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Figure 23: Results
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