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1 Introduction 
 

This configuration manual explains the steps to launch the scripts written for this research. 

Following this document will make sure that the code is running correctly without any errors 

and with efficiency. The hardware and software requirements for the execution of this 

research are also mentioned in this document. Overall, this document will be valuable for 

understanding the prerequisites of the Research and setting up the execution environment for 

implementing this research.  

 

2 System Configurations 
 

2.1 Hardware Requirements 

 

The Hardware requirements for implementing this research are as follows: 

• Windows Edition: Windows 10 Home Single Language 

• Processor: Intel(R) Core (TM) i3-7100U CPU @ 2.40GHz   2.40 GHz 

• Installed RAM: 8.00 GB 

• System Type: 64-bit operating system, x64-based processor 

• Pen and Touch: No pen or touch input is available for this display. 

 

 

 

Fig 1 : Device Specifications 
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2.2 Software Requirements 

The software requirements used for implementation of this research are as follows: 

• Programming language: Python (version – 3.9.13) 

• IDE: Jupyter Notebook 

 

3 Project Implementation 
 

This section describes the steps used for implementing this research. 

 

3.1 Programming Environment Setup 

The Jupyter Notebook is launched from Anaconda Navigator to start the execution 

environment used for the implementation purpose. 

 

 
 

Fig 2: Screenshot of Anaconda Navigator Home Page 

 

 

 
 

Fig 3: Jupyter Notebook Home Page 
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The Fig 2 above shows the interface of Anaconda Navigator from where we can launch the 

Jupyter Notebook. The Fig 3 depicts the Home page of Jupyter Notebook where we can 

create new notebooks or files and start executing code in it. 

3.2 Data Collection 

The dataset for this research is one of the largest datasets that can be used for implementation 

of Recommender systems, and it is sourced from Kaggle (OTTO – Multi-Objective 

Recommender System). This dataset contains the user behaviour data which is in the form of 

sessions. There are two different file train and test, and both the files are in Jsonl format in 

the source location. Below are the columns available in the dataset: 

• Session: It is the unique id in the dataset 

• Events: It represents the number of events that took place in that session. 

o Aid: It represents the product id of the item associated with the event 

o Ts: it represents the timestamp of the event. 

o Type: It represents the type of the event like ‘Clicks’, ‘Carts’, ‘Orders’. 

 

In the dataset there can be multiple sessions for single customer but there is no visibility for 

the same in the data. Since the data is in session format the end output is also at the session 

level. 

A python file (with .ipynb extension) named as “x21231036_Recommender_System_Thesis” 

has been created. All the scripts regarding the implementation of these Research are written 

and executed in this file. 

 

3.3 Importing Libraries 

There are multiple libraries used in this research. Below is the list of libraries used and their 

version. 
 

   

Library Version 

  

Json 2.0.9 

Pandas 1.4.4 

Numpy 1.23.5 

Tensorflow 2.12.0 

Sklearn.model_selection.train_test_split 1.0.2 

Seaborn 0.11.2 

Matplotlib 3.5.2 
 

Fig 4: Libraries with version 

 

 
 

Fig 5: Importing Libraries 
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Fig 5 represents how multiple libraries used in the entire implementation of the research are 

being imported in implementation python file. 

Using the ‘json’ library both the train and test datasets are imported and converted from 

‘jsonl’ to ‘json’ format and stored in two different data frames ‘train_df’ and ‘test_df’. 

 

 

  
 

Fig 6.a: Train data frame                                           Fig 6.b: Test data frame 

 

 

 

The above figures 6.a and 6.b shows the train and test data frames created after importing the 

dataset.  

 

3.4 Exploratory Data Analysis 

In this section firstly the statistics of datasets are calculated, and some basic exploratory 

analysis is done. 

 

 
 

Fig 7: Statistics for Train Data 

 

As seen in Fig 7 Statistics of the train data is calculated. In this metrics like total number of 

sessions, total number of products, total number of events, total number of clicks, total 

number of carts and total number of orders are calculated.  
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Fig 8: Bar Plot for Event type distribution 

 

In Fig 8, Bar plot for Event type distribution is showcased where we can see maximum 

events in the data is of clicks event type followed by carts and orders. 

 

 
 

Fig 9: Histogram for Products per session 

 

In Fig 9, Histogram for products per session is showcased, where we can see that in max 

number of cases there are around 1-50 products and there are very few sessions with more 

than 50 products. 

 

3.5 Data Preprocessing 

In the Train and Test data frames which were created in previous step, the events column 

contains a list multiple dictionaries in it which represents a series of events that took place in 

that session.  
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To apply models there was a need of normalizing this data and for that “.explode” function is 

used and the data is normalized. 

 

 
 

Fig 10: Code for Normalizing the data frame 

 

 

   
 

Fig 11: Output after normalizing the data frame. 

 

In Fig 11 we can see that as the output data frame after normalizing it there are multiple rows 

for single session with unique aid and the new columns aid, ts and type are created. 

 

Once this data frame is created then the weights are assigned as per the events where 

maximum weightage is given to orders, followed by carts and clicks. 

 

 

 

 
 

      Fig 12: Code for assigning weights.  

 

In Fig 12 we can see the code is written where maximum weight ‘3’ is assigned to orders 

followed by carts as ‘2’ and clicks as ‘1’. A new column ‘weight’ is also added in the data 

frame. 



7 
 

 

After that the data is grouped based on session id and aid and the respective weights are 

aggregated and the sum is stored in the weight column. Also, these changes are stored in a 

new data frame “session_product_weights”. 

 

 

   
 

Fig 13: Output after assigning weights. 

 

    

Fig 14: Output of ‘ground_truth_df’ 

 

 

Also, In Fig 14 a new data frame “ground_truth_df” is created where for each session the 

actual products are stored. This data frame will be useful for the evaluation purpose at the 

end. 
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3.6 Modelling 

In this section the actual modelling is done on the normalized data frame 

“session_product_weights”. This is done in 5 steps as explained below: 

 

a) Creating user-item matrix 

 

 
Fig 15: User- item matrix 

 

In Fig 15 we can see that user-item matrix is created. In this matrix we have session id as 

rows and product code (aid) as columns and the weights are stored as values. 

 

b) Matrix factorization using Singular Value Decomposition (SVD) 

 

 
 

Fig 16: Applying Matrix Factorization using SVD. 

 

In this step matrix factorization is applied using Singular value decomposition (SVD). This 

technique decomposes the matrix into three matrices: U, sigma, and Vt. These matrices will 

help in understanding the hidden patterns in the data and will help in reducing the 

dimensionality. 

 

c) Choosing Latent Features (k) 

 

 
 

Fig 17: Choosing Latent Features (k) 
 

 

In this step the latent feature (k) value is set. This represents the underlying patterns which 

helps in approximating the original interaction matrix. 
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d) Reconstructing user item interaction matrix  

 

 
 

Fig 18: Reconstructing Matrix 

 

In this step the user- item interaction matrix is reconstructed using the reduced dimension 

representation. 

 

e) Generating Recommendations 

 

 
 

Fig 19: Generating Recommendations 
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In this step the function ‘get_top_n_recommendations(session, n=3)’ is defined for 

generating the recommendations. After that a loop is defined, where it loops through all the 

sessions and calls ‘get_top_n_recommendations()’ function to get the top 3 recommendations 

and store it into a dictionary named “all_recommendations”. 

Then a for loop is defined for reading this data from the dictionary and print it in the required 

format “session: Rec1, rec2, rec3”. 

 

3.7 Evaluation  

In this step the functions are defined to calculate the evaluation metrics and then they are 

printed in required format. Also, some graphical representations of the evaluation results are 

generated to understand the results in a better way. 

  

 
 

Fig 20: Evaluation function for Precision, Recall and F1-score. 

 

In this step the function ‘evaluate_recommendations()’ is defined which takes 

actual_products and recommended_products as the parameters and in that function firstly true 

positives are calculated followed by precision , recall and F1-score. All these results are 

stored in a list called ‘evaluation_results’. 

This list is then converted into data frame called ‘evaluation_df’ and then printed in the 

required format. 
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Fig 21: Evaluation results for Precision, Recall and F1-score. 

 

 

 
 

Fig 22: Code and Results for Hit Rate and Coverage 

 

The Fig 22 above shows that how Hit Rate and Coverage is Calculated. 

 

Finally, we got precision as 0.92, recall as 0.64, F1-score as 0.68, Hit Rate as 1 and Coverage 

as 0.36. Precision of 0.92 is quite good and recall value of 0.64 is acceptable as it suggests 

that 64% of recommendations generated were relevant. the F1-score of 0.68 is balancing both 

precision and recall quite well. The system achieved Hit rate of 1 which is excellent as it is 

the ideal value, and it reflects that at least 1 product from the recommended once is from the 

user’s session whereas coverage of 0.36 is a point of concern which means that the 
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recommender system is not recommending a wider range of products. To solve that a larger 

pool of products is to be considered in future. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


