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Multi-Objective Recommender System for E-

Commerce using Singular Value Decomposition (SVD) 

Matrix Factorization Technique. 
 

Shubham Sunil Rajeshirke  

X21231036  
 

 

Abstract 

In the current digital landscape, personalized recommendations are the key for enhancing user 

experience across different online platforms. In this research a Recommender system is built using 

advanced matrix factorization techniques. Leveraging the user behavior data this system will generate 

3 recommendations as the output that will align with the users’ preferences. After thorough 

evaluation, the implemented system achieved impressive precision (0.92), indicating accurate item 

recommendations and Recall (0.64) indicates that the system captures substantial portion of relevant 

items. The balanced F1-score (0.68) confirms that the system does an excellent job in both accuracy 

and remembering relevant items. Also, the hit rate (1) shows that the system will be able to engage 

users consistently with the recommended items. However, the coverage metric (0.36) showcase that 

there is still room for improvement in the system in terms of exploring more items so that a wider 

range of user preferences can be catered for. Future directions include exploring more hybrid 

approaches, making use of more contextual data, and working on the scalability part to address larger 

datasets. This study highlights the potential of matrix factorization technique in the Recommender 

system. It shows that factors like engagement, diversification of products and scalability should also 

be considered for evaluation. The outcome of this research will give the new ecommerce brands a 

fresh perspective and motivate them to implement an advanced recommender system which will help 

the brand in enhancing user satisfaction and engagement across online platforms.  

 
 

1 Introduction 
 

In the current era as ecommerce is evolving, it has become especially important to provide 

personalized and relevant recommendations to the users to enhance their experience, 

increasing customer satisfaction and thus getting higher sales. As there are a lot of products 

and services available on the ecommerce websites and they keep on increasing day by day it 

is exceedingly difficult for the consumers to select the right fit for them. Hence the 

Recommendation system has evolved as a tool that helps customers to choose the right with 

which suits their preference and needs. 

 

1.1 Motivation and Aim 
Based on the research, a lot of work is done in this field but as discussed by Wei and his team 

(2017) in their research the main concern in all the research till date is accuracy and relevance 

of the recommender system which are crucial. Many start-up companies are struggling in 

making use of the customer behavior data for the benefit of the customer and the brand as 

well. The research by Mehta and Rana (2017) says that Matrix factorization techniques are 

emerging in this field and giving promising results, hence through this research the aim is to 

design, develop and evaluate a robust recommendation system which will be a custom-fit for 

upcoming e-commerce platforms using advanced matrix factorization techniques. The 

proposed system in this report will help to get personalized and accurate product 

recommendations by harnessing the vast reservoir of user behavior data, such as past 
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purchase history, click through rates, product views and user interactions. The goal of the 

proposed system is to deliver seamless and engaging user experience that will encourage the 

users to find new products which will in turn increase their engagement on the platform and 

boost the conversation rates and sales. 

 

1.2 Research Question 
How a multi-objective session-based recommender system built using advanced matrix 

factorization techniques help E-commerce retailers and individual brands in achieving 

multiple objectives like user engagement, customer satisfaction, reducing customer churn and 

increased sales? 

 

1.3 Research Objectives 
This report extensively explores different recommendation algorithms and techniques used in 

e-commerce. The main goal is to find the best approaches that can understand what users like 

and adjust to their changing interests. The focus will be on collaborative filtering methods, 

and advanced matrix factorization techniques. By unwinding the latent features from user-

item interaction matrix the hidden patterns and relationships will be uncovered that can help 

in enhancing the accuracy of the recommender system. 

Additionally, in this report the difficulties and ethical concerns linked to using 

recommendation systems in e-commerce websites are discussed. As people become more 

aware of data privacy and the need for user consent, it is essential to find a proper balance 

between personalized recommendations and safeguarding user information. Therefore, the 

research will also investigate ways to reduce biases and make sure that the recommendations 

given are fair to everyone. 

 

1.4 Structure of Research 
This Paper discusses the various methods and models applied for the implementation of 

recommendation system especially in e-commerce domain till date in section 2 related work. 

The proposed methodology for this research is discussed in section 3 methodology. In section 

4 we will identify and present the methods, structure, and tools used for implementing the 

recommendation system, along with the necessary requirements. How the entire project is 

implemented is discussed in section 5 Implementation.  In section 6 privacy and ethical 

concerns related to user data usage and providing recommendations in an e-commerce 

context are addressed. Finally in section 7 improvements and future directions for the 

recommendation system based on the research findings are proposed. 
 

 

2 Related Work 
 

In this section summary of all the research work done in past which is relevant to the 

research topic are covered.  

2.1 Overview of E-Commerce Recommender Systems 
 

Wei and his collaborators (2017) through their research provided an overview of personalized 

recommendation techniques in e-commerce and focuses on the three main aspects. Firstly, 

they explored how accurate and efficient customer preferences can be captured using multiple 

data sources. Secondly, they focused on the limitations of the existing recommender systems 

where they explained that cold-starting and data sparsity can be tackled using new filtering 
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and hybrid approaches. Thirdly they talk about focusing on other factors like how relevant 

and clear the recommendations are for evaluation rather than focusing only on the technical 

side. Finally, their research highlights how the Recommender system impacts customers’ 

opinion and suggests studying how Recommender systems can be useful in business 

management and Marketing. 

 

The overview presented by Hussein, Rahma, and Wahab (2021) in their research discussed 

the importance and need of fully functional and efficient E-commerce systems. It emphasizes 

how important it is to carefully plan and create systems to make them work well for many 

people, be dependable, safe, and easy for users. Their research explored that recommender 

systems can be used as a method to provide personalized products to the customer based on 

their preference which will thus improve the efficiency of e-commerce websites. In their 

research they analyzed multiple collaborative Recommender system techniques and tried to 

justify how valuable these systems are in terms of helping customers find suitable products 

and thus increasing customer turnouts and commercial profits. Their research shows how this 

recommender system can help in reducing the overwhelming amount of information and 

make online shopping system work better.   

                                                                                                                                                                                                         

In their study Mohanty and his colleagues (2022) focused on the social side of the 

recommender system and discussed the three main categories of recommendations: 

collaborative sorting, content-based recommendations, and Integrated Recommendations. 

Their research highlights how recommender systems are important in context of E-commerce 

platforms and how they can be helpful in providing personalized and tailored experience to 

the customers. They have compared multiple recommendation methods and algorithms and 

discussed their limitations. Additionally, they proposed a novel approach for evaluation of 

recommender system using IBM SPSS Text analytics for surveys and semantic information 

semantics similarity estimations and justified how useful the proposed model is. Overall, their 

research tells the significance of Recommender systems in enhancing customer satisfaction, 

trust and purchasing experience in the rapidly growing field of e-commerce. 

 

Schafer and his team (2001) in their research focused on recommender systems and how it 

helps the customers to find products to purchase and keep them loyal to the brand. They 

divided the recommender system into multiple categories based on what they use, how they 

work and what suggestions they give to the customer. They talked about diverse ways these 

systems can be used and gave ideas about what can be studied in future. They also 

emphasized some of the crucial factors like privacy and trust with these systems. Overall, 

according to them businesses can use the right combination of recommender applications to 

keep the customers happy, make more sales and always stay ahead in the competition.   

 

Ko and colleagues (2022) conducted research wherein they reviewed the trends in 

recommender systems and focused on the connection between advanced technical aspects 

and business applications in various service areas. They went through more than 135 top 

articles and conferences from 2010 to 2021. After going through all this they organized their 

understandings about recommender systems based on how they work, what is the technology 

used, where the systems are used. They concluded that the growth of these systems depends 

upon how businesses use them. They emphasized that using real time data in these systems 

can give extraordinary results and these systems can make a great contribution in the 

healthcare sector. This study will help the people who want to learn more about recommender 

system and how it is evolved also it gives an idea about how these systems can improve in 

future. 
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2.2 Mapping Customer Journeys and Personalization 
 

Chen and his colleagues (2023) in their research introduced a novel method to analyze the E-

commerce click stream data. Their aim is to understand the intentions of the customer better 

and improve the marketing precision. In their research they analyzed the patterns in customer 

browsing behavior and used K-means clustering and decision tree models. They considered 

each customer session as one unit, which prevented potential variations in the customer’s 

intentions. Their focus was on browsing time for each category to understand the preferences 

and intentions better. The results of this study state that the approach used was feasible and 

there is potential for more improvement by exploring the intentions of the customer with a 

different or new perspective. The study highlights some limitations at the end where it says to 

add more attributes like browsing paths so that precision can be improved, and retentions of 

customer can also be mapped. Despite these limitations the study offers a valuable integration 

of theory and practice that helped in analyzing the customer browsing intentions in e-

commerce.  

  

Behera and his team (2020) in their research introduced a model that used Recommender 

Engine in e-commerce to deliver real-time and personalized marketing information to 

customers. Their model was a combination of various selling strategies and the cluster of 

customer, items, and unique selling propositions (USPs) in the e-marketplace. An 

experimental study done by them for a healthcare retailer gave really good results, like it 

increased average monthly income by 33.49%, average order value by 32.79% and items per 

product by 1.93. Through their study they highlighted the focus on customer buying patterns 

and not assumptions. According to them this strategy will help small-scale industries in 

understanding how personalized marketing is important to provide good customer experience 

and a positive increase in business performance as well. 
 

2.3 Matrix Factorization Techniques 
 
In their research, Wang, and his colleagues (2022) introduced a modified recommendation 

model which was called MFFR. This model addressed the problem of rating sparsity in 

matrix factorization-based recommender systems. This MFFR model constructs a user-

preference matrix by fusing user reviews and ratings. It uses Latent Dirichlet Allocation 

(LDA) topic model which predicts the ratings and generates top-n recommendations with the 

help of learning latent factors from both the rating matrix and the preference matrix. They 

used three different datasets for performing some experiments and they found that their 

model achieved more accurate predicted ratings and it recommends more correct products in 

the top-n list in comparison to other traditional models. When using datasets with high rating 

sparsity their model gave recommendations of high quality.  

 

Mehta and Rana (2017) in their research reviewed the challenges faced by customers because 

of the large amount of information available on internet and how recommender system can 

solve this problem and make customer's life easy. According to their research collaborative 

filtering is an approach used in this case, but it has many limitations like data sparsity, cold 

start, and high-dimensional data. According to them matrix factorization is a popular 

technique that uses various auxiliary information such as time and trust for providing better 

recommendations. Their study showcases how matrix factorization is emerging for 

implementation of recommender systems and helping in increasing the performance. Also, 
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according to them exploring the fusion of multiple auxiliary information in future can further 

enhance the effectiveness of the recommendations. 

 

Takacs and associates (2008) in their research investigated how matrix factorization-based 

methods can be used for improving the prediction accuracy in rating-based recommender 

systems. They have used multiple matrix factorization models like fast (semi-)positive MF, a 

momentum-based MF, a transudative MF, an incremental MF, and a hybrid MF-neighbor-

based method in their study. They have evaluated these models on a Netflix prize dataset, and 

they achieved commendable RMSE (Root mean square deviation) scores that very evidently 

outperforms the previously published approaches. Additionally, the models proposed are 

efficient as those truly took little time for training and testing highly accurate models. 

Overall, the researchers emphasize the effectiveness and efficiency of these matrix 

factorization models that are used for collaborative filtering problems. 

 

Koren, Bell and Volinsky (2009) in their research discussed how important recommender 

systems are for modern e-commerce and content provider platforms and highlighted that for 

gaining customer satisfaction and loyalty sending personalized recommendations to the 

customer is highly crucial. According to them matrix factorization (MF) techniques give 

more accurate results and are memory efficient in comparison to classical nearest-neighbor 

techniques for collaborative filtering recommenders. They derived that MF techniques can 

naturally integrate various aspects of data such as multiple forms of feedback, temporal 

dynamics, and confidence levels which in turn make them more effective in providing 

personalized recommendations to the users. According to them these systems can be 

extremely useful in entertainment products like movies, music and TV shows and gave 

examples of industry leaders like amazon and Netflix. 
 

2.4 Addressing Challenges in Recommender Systems 
 
Li and his team (2022) in their research focused on a pivotal application of machine learning 

that aids human decision making which is one of the crucial aspects in recommender systems. 

They acknowledged that due to biases in data and algorithms there are unfair decisions made 

hence there is a necessity of addressing this fairness issue in recommender settings. This 

research explored foundational concepts and definitions of fairness in machine learning while 

surveying various research on fairness in recommender system. The research then goes deep 

into the taxonomy of fairness definitions in recommender systems, various methods for 

enhancing fairness and datasets used in fairness studies. Overall, the research highlighted the 

challenges, opportunities and importance of fairness research aiming to promote the 

integration of fairness in real-world recommender systems. 

 

Gope and Jain (2017) in their research explored the cold start problem in recommender 

systems in which because of insufficient data relevant recommendations can be made to the 

user. In this research the existing solutions to this problem are reviewed and categorized into 

explicit and implicit techniques based on how the missing information is collected. Also, the 

study compares the strengths and limitations of the techniques after categorization. The aim 

of this research is to provide insights on the cold start problem and highlight the available 

solutions to it and highlights that there is lot of scope to work on this topic in future. Finally, 

it says to try a hybrid method by combining implicit and explicit techniques to solve this 

problem of cold start.  
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Lam and his colleagues (2008) in their research focused on core techniques in recommender 

system that includes collaborative filtering and content-based filtering. It is addressing the 

problem of cold start where it is difficult to recommend because of less data or added items in 

the list. They proposed a hybrid model that combines collaborative filtering with user 

information like age, gender, and job to get some improvement in solving the cold-start 

problem for users. They conducted an experiment on MovieLen dataset where they achieved 

superior results and were successful in overcoming the user-side cold start problem. However 

if more attributes are considered, the results can improve. Also, the research suggests that 

there is potential in solving the item-side cold start problem in future by inverting the 

direction of ratings data. 
 

2.5 Advanced Techniques and Applications 
 

Adeniyi and his associates (2016) in their research address the problem faced by users in 

selecting the right product for them from the large pool of choices available on online 

websites. They proposed an automatic web usage data mining and recommendation system 

based on user's click stream data on an RSS reader website. To identify user behavior, group 

them into specific user categories and then provide tailored recommendations to meet the 

customers’ need they used k-Nearest-Neighbor algorithm in real-time. Even when there is 

limited prior knowledge about the data distribution, KNN classifier was found effective in 

producing accurate recommendations in real-time. Finally, the research presents a proof-of-

concept prototype and suggests performing further research on investigating other data 

mining techniques for future improvements. 

 

Wei and his collaborators (2017) in their research focused on solving the cold start problem 

in recommender system in the cases where there is truly little, or no data is available for 

added items. To address the problems of complete cold start (CCS) and incomplete cold start 

(ICS) items the researchers proposed two recommendation models that combine collaborative 

filtering (CF) and deep learning neural network. To extract item content features and predict 

the ratings for cold start items they used time-aware CF model, timeSVD++ and a deep 

learning architecture, SDAE. They did experiments on Netflix movie ratings data, and they 

found that their model outperformed the existing approaches in prediction of cold start items. 

The researchers said that this solution will enhance the user experience and trust in 

recommender systems, especially for new and less rated items. According to them further 

work can be done investigating different system configurations, optimizing the 

recommendation model, and evaluating using metrics other than RMSE. 

 

Xue and his team (2017) in their research proposed a novel matrix factorization model with a 

neural network architecture to generate personalized recommendations. To learn low 

dimensional representations of users and items, the model uses implicit feedback such as non-

preference feedback and explicit ratings. To optimize the model with both types of feedback 

they designed a new loss function based on cross entropy. The experiments done by the 

researchers on some benchmark datasets gave them effective results and their model 

outperformed other state-of-art methods. According to them future work can be done on 

exploring the use of pairwise objective functions using auxiliary data, such as social relations 

and review text as that will enhance the recommendation system further.  

 

Wang and his co-authors (2022) in their research focused on a new paradigm of 

recommender system i.e., session-based recommender system (SBRSs) that aim to capture 

short term and dynamic user behavior data for more timely and accurate recommendations. In 
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this research a comprehensive review is done on SBRs where they included entities like 

sessions, user behavior data like click, add to cart, or order the items and other properties like 

session length. They proposed a general problem statement for SBRs that categorizes the 

existing research, analyzes the session data characteristics and the challenges, and discusses 

the open issues and future work. Thus, their review will help understand the SBRs in detail, 

their challenges, and potential areas for future research.  

 

Holy, Sokol, and Cerny (2017) in their research used market basket data to present a data-

driven approach for clustering retail products based on customer behavior. Their proposed 

method aims to categorize products without relying on expert classification by using genetic 

algorithms to divide products in clusters. They tested this method on synthetic and real data 

and demonstrated its ability to accurately categorize the products even when certain 

assumptions are violated. They conclude that this method can reveal hidden subcategories 

within these clusters and offer valuable insights that will help in decision making processes in 

marketing and retail. According to them, in future if more data is considered then there are 

chances of improving the accuracy of method. 

 

Anitha and Patil (2022) in their research focused on applying business intelligence in the 

retail industry to identify potential customers. This is done by analyzing sales history and 

purchasing behavior. To segment the customer dataset based on Recency, Frequency and 

Monetary aspects they used RFM Model and K-means algorithm. Their results showed 

promising results as they were effectively able to enhance business sales, profits and 

customer insights that allowed the business to predict the purchasing behavior of the 

customer. Also, their study highlighted that for both online and physical enterprises customer 

segmentation and retention is important. According to the researchers, in future work specific 

product categories can be analyzed and various business parameters can be explored that will 

help in designing effective strategies and promotions for business enhancement. 

 

Smith and Linden (2017) provided insights about the evolution of Amazon's recommender 

system in last two decades through their research. Amazon.com is building a store, where 

based on the customer interests and past behavior it will be personalized for each customer. 

Their algorithm for item-based collaborative filtering is successful because of its simplicity, 

scalability, and its ability to provide useful recommendations. Despite of their success the 

field of recommender system and personalization is still open to create personalized 

experience for every customer that brings surprise and delight as customer preferences keeps 

on changing and getting ideal value of 100% accuracy is not possible.  

  

Sharma and Co-authors (2016) in their research explored the development of recommender 

systems, that involves multiple factors such as Human-computer interaction, marketing, data 

mining, artificial intelligence, etc. They proposed a new algorithm also called composite 

search that will combine multiple filtering algorithms to provide personalized results. To 

offer improved recommendations to the user their algorithm considered both attributes and 

user ratings. Their study highlights the importance of recommender system in ecommerce 

emphasizing on its benefits of having significant impact on sales and brand loyalty. 

According to them in future work user search history should be considered to further enhance 

the recommendation accuracy. 
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3 Research Methodology 
 

The Methodology section contains a detailed overview of the methodological approach used 

for this research. This research aims to follow the methodological approach as shown in Fig 1 

below. 

 

 
 

Fig 1: Methodology process followed in this research. 

 

3.1 Data Collection 
 

The Dataset (Otto Multi-Objective Recommender System Dataset) used in this research is 

taken from Kaggle and it is one of the largest datasets intended to be used for implementation 

of recommender systems. This dataset contains the data from anonymized behavior logs of 

the OTTO web shop and the app. For training and test data two different files were already 

available at the source location of the dataset. The data is in Jsonl format. Below is the 

description of each column in the data. 

• Session: It is unique session id. 

• Events: It depicts the timely ordered sequence of all the events in a particular session. 

o Aid: It depicts the product code of the associated event. 

o Ts: It depicts the timestamp of the event. 

o Type: The event type depicts whether the product was clicked, added to the 

user’s cart, or ordered during the session. 

 

The format for the test and train data is the same. In this data there is a possibility that one 

customer has multiple sessions. Since there is no other Personally identifiable data in the 

dataset the output of this research is decided to be done on session level i.e., there will be 

three recommendations per session. If there was customer data present in the dataset, then the 

output would have been decided at the customer level. 

 

3.2 Data Cleaning & preprocessing 
The data used in this research is already clean. There are no null values present in the dataset. 

Also, there are no duplicates available at the session level.  

Some of the steps involved in Data Preprocessing to make the data ready for modelling are as 

mentioned below. 

• Importing the Data: Firstly, the dataset is imported in the jsonl format as available 

from source. 

• Converting jsonl to Json: These data files are converted into Json format. When the 

data is in the jsonl format each line contains one or more JSON objects. Hence the 
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JSON objects in the source files are parsed and then the processed data is saved in a 

new JSON file. This processed data is stored as a list of dictionaries in the JSON file. 

• Creating Data frames for Train and Test: Now 2 different data frames are created 

for training and test data received in the previous step using pandas. 

• Exploding the Data frames 1: Once the 2 data frames are created, we can see 

through the head () function that the data in the events column is in the form of 

dictionary where there are multiple events for a single session. Hence both the data 

frames are exploded using pandas function “explode ()” so that each row represents 

an individual event with columns from the original data frame. Now there is only one 

event in each row and there are multiple rows of the same session. This is done to just 

normalize the dataset so that it can be used for modelling.  

• Extracting the user-item interactions: In this step the Train and Test Data frame is 

again exploded, then the values from the event dictionary are extracted and assigned 

to new columns. Now we must just select the necessary columns required for 

modelling in the data frame. 

 

 

3.3 Exploratory Data Analysis (EDA) 

In this section of the report a detailed analysis of the data has been done based on session-

based data. This will help in understanding the data more, which will contribute to 

implementing the model properly. 

 

Statistics for Train Data 

Total Unique Sessions 5000 

Total Number of Products 19637 

Total Number of Events 28722 

Total Number of clicks 25982 

Total Number of Carts 2335 

Total Number of Orders 405 

 

Fig 2: Statistics for Train Data 

 

In Fig 2 above statistics for train data have been calculated. Metrics like Total number of 

sessions, Total number of products, Total number of events, Total number of clicks, Total 

number of carts and Total number of orders are covered in this. 
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Statistics for Test Data 

Total Unique Sessions 116 

Total Number of Products 844 

Total Number of Events 1517 

Total Number of clicks 1276 

Total Number of Carts 2271 

Total Number of Orders 398 

 

Fig 3: Statistics for Test Data 

 

In Fig 3 Statistics of Test data is calculated as done for Train in Fig 1. There are other 

parameters like session, events, products, timestamp available in the dataset. So based on 

these some more visualizations have also been made to get a better understanding of the data. 

 

 

 
Fig 4: Bar Plot for Event type 

 

Fig 4 depicts the distribution of event type in the Train data. We could see the maximum 

number of events in the dataset is of Clicks type which is followed by carts and orders. 
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Fig 5: Histogram for Products per session 

 

In Fig 5 we can see the distribution of products per session. This can also be depicted as 

events per session because there is one product in each event. Looking at the histogram it can 

be said that most of the sessions have 1-50 products as we can see that there are very small 

bars after 50 on the x-axis which depicts the number of products. According to the stats the 

minimum number of events per session is 1 and the maximum number of events per session 

is 241. 

 

 
Fig 6: Min and Max number of events per session 

 

According to Fig 6, the minimum number of events per session is 1 and the maximum 

number of events per session is 241. 
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Fig 7: Number of Events Percentiles 

 

Fig 7 above describes the insights into the distribution of the number of events pers session in 

the Train data. On average each session has around 5.74 events with a standard deviation of 

12.76. This indicates the variability in the number of events. The median (50th percentile) 

number of events pers session is 2 which suggests that half of the sessions have two or fewer 

events. The 75Th percentile indicates that 75 % of the sessions have up to 5 events. The 90Th 

percentile, at 13 events indicates that 90% of sessions have 13 events or fewer. The 95Th 

percentile value of 23 events or fewer. These statistics provide an overview of the distribution 

and variability of events across sessions.  

 

3.4 Modelling 
In this section we will deep dive into how Singular value Decomposition Matrix 

Factorization Technique is been used to implement a recommender system that gives 3 

products per session as the output. 

Following steps are taken while implementing this model: 

a) Basic data preprocessing:  

In this step we again have done some operations on the data which was bought into 

normalized form in step 3.1.  

• Here firstly the “ts” column is converted to a datetime format so that a 

standardized way can be used to work with timestamps. 

• Weights are assigned to each event type (‘orders’, ‘carts’, ‘clicks’). Maximum 

weight is given to orders followed by carts and clicks. This is done to give 

more importance to ‘orders’ and ‘carts’ in comparison to ‘clicks’ which will 

help in generating recommendations in the later stage. 

• A ground truth Data Frame is also created where each row represents a 

session, and the ‘actual_products’ column contains a list of unique products 

that were visited by the customer in that session. This data frame will be used 



13 
 

 

in evaluation of the recommendations generated by the recommender system 

at the end. 

 

b) Creating user-item interaction matrix 

In this step group by is done on ‘session’ and ‘aid’ (product id), and the weights for 

each combination are summed up, aggregating the duplicate entries for the same 

product within a session. This will give an interaction matrix where rows will 

represent the sessions and columns represent products and the values will be the 

aggregated weights which indicate user interactions. 

 

c) Applying Singular Value Decomposition (SVD) Matrix Factorization technique: 

When talking about Singular Value Decomposition Technique there are two types of 

it. One is Normal SVD and the other is SVD++. SVD is nothing but a linear algebra 

technique that decomposes the matrix into three matrices: U, Sigma and Vt. This 

factorization will help in understanding the patterns in the data and reduce the 

dimensionality. Normal SVD is mostly used where the dataset is not so big, and it is 

usually known for its simplicity. SVD works well when users directly tell the system 

what they like or don't like about items. It provides clear and easy-to-understand 

recommendations, whereas SVD++ deals with indirect hints from users and other 

complicated factors, but our dataset didn't need all that complexity. The simpler SVD 

was just right because it balanced making accurate recommendations with being easy 

to use. It matched the goal of the project and the data that is available. Hence finally 

in this step Singular value decomposition is used to factorize the user-item interaction 

matrix.  

 

d) Choosing the latent features (k): 

In this step the number of latent features (k) is set during matrix factorization. This 

value of k will represent the underlying patterns that will in turn help us to 

approximate the original interaction matrix. The value of k is subjective and can be 

changed as per need. We have used different values of k for getting better results and 

the same will be discussed in the evaluation part in detail. 

 

e) Reconstructing the user-item matrix: 

In this step the user-item interaction matrix is reconstructed using the reduced 

dimension representation obtained after performing SVD. This matrix will then 

provide estimates of user-item interactions based on the chosen latent features. 

 

f) Generating Recommendations: 

In this step a function “get_top_n_recommendations(session, n=3)” is defined. This 

function takes session ID as input and returns the top n (which is 3 in our case) 

recommendations (products IDs) for that session. This function firstly sorts the 

products based on their estimated interaction scores in the descending order and then 

returns the top 3 product IDs as the output.   

 

g) Main Recommendation Generation: 

In this step each unique session is been iterated and the function 

‘get_top_n_recommendations()’ function is called to get the top 3 recommendations 
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for each session. These recommendations are then stored in a dictionary where the 

keys are session IDs, and the values are lists of recommended product IDs. 

 

h) Displaying the results: 

Finally, a loop is run through the dictionary that contains the recommendations and 

the top 3 recommended product IDs for each session are printed in the desired format. 

 

Overall, in this section mainly the user-item interaction matrix represents how different 

customers interact with different set of products and matrix factorization helps in identifying 

patterns and generating personalized recommendations based on those patterns. 

 

3.5 Evaluation 
In this section performance metrics like precision, recall, F-1 score, hit rate and coverage is 

used for evaluation purpose of the recommender system. 

a) Precision 

It is the ratio of true positive predictions to the total number of positive predictions 

made by the model. It basically helps in measuring the accuracy of the positive 

predictions made by the model. 

 

Precision =   

 

 

b) Recall 

It is the ratio of true positives predictions to the total number of actual positives I.e., 

‘actual_products’ from ground truth data frame in this case. This basically helps is 

measuring the ability of the model in identifying all the relevant instances. 

 

Recall =   

 

c) F1-score:  

It is the harmonic means of precision and recall. It basically provides a single metric 

that helps in balancing both precision and recall. It is useful when precision and recall 

have imbalanced importance. 

 

F1 Score = 2 *   

 

d) Hit Rate 

It measures the percentage of sessions where at least one recommended product is 

from the list of actual products in the session. 

If the value of the hit rate is closer to 1 it indicates that for most of the sessions the 

users are getting the recommendations, they are interested in.  
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e) Coverage 

It measures the proportion of unique products in the catalog that are being 

recommended across all sessions. 

If the coverage is higher, it indicates that the recommender system is recommending a 

wide range of products. 

There is no ideal value for coverage because it is based on the nature of the catalog 

and user behavior. 

4 Design Specification 
 

In this section the study models used in the research are explored. This research is performed 

in Python with Jupyter Notebook. Below are some of the libraries used in this study. 

 

a) JSON: It is a library to work with JSON data. It allows to encode and decode JSON 

objects. 

b) Pandas: It is a versatile data manipulation library that provides data structures and 

data analysis tools. 

c) NumPy: It is a package used for scientific computing in python. It provides support 

for arrays, matrices, and mathematical functions. 

d) TensorFlow: It is an open-source machine learning framework that provides multiple 

tools, libraries, and resources to build, train and deploy machine learning models. 

e) Tensorflow.keras.models.Sequential: It is a part of TensorFlow library. This module 

helps in creating sequential neural network models. 

f) Tensorflow.keras.layers.Embedding: It is a layer used for embedding categorical 

variables, that are commonly used in Natural language processing tasks. 

g) Tensorflow.keras.layers.Dense: It is a fully connected layer in a neural network 

architecture. 

h) Tensorflow.keras.layers.LSTM: It is a type of recurrent neural network layer used for 

sequence modelling task. 

i) Tensorflow.keras.preprocessing.sequence.pad_sequences: It is a function to pad 

sequences to a specified length and it is commonly used in sequence data 

preprocessing. 

j) Tensorflow.keras.utils.to_categorical: It is a function that helps in converting the 

categorical data into one-hot encoded format. 

k) Sklearn.model_selection.train_test_split: It is a function that helps in splitting the data 

into training and testing for the evaluation of machine learning models. 

l) Sklearn.metrics.pairwise.cosine_similarity: It is a function that helps in computing the 

cosine similarity between pairs of vectors. 

m) Matplotlib.pyplot: It is a plotting library that helps in creating visualizations and plots. 

n) Seaborn: It is a statistical Data Visualization library that is built on the top of 

matplotlib. It provides a high level of interface for attractive and informative 

visualizations. 
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Fig 8: Architectural Diagram for proposed Recommender System. 

The above figure depicts the architecture diagram of the proposed recommender system. The 

process followed in this architecture is as follows: 

 

a) Firstly, the data is acquired from Kaggle, and some basic cleaning and preprocessing 

is done on the data to normalize it into a usable format for applying models. 

b) Then some exploratory Data analysis and visualizations are done to better understand 

the patterns in the data. 

c) After that the proposed modelling is applied on the dataset where user-item 

interaction matrix is created, SVD model is applied, latent features (k) is selected, 

user-item interaction matrix is reconstructed and finally the recommendations are 

generated. 

d) At the end the model evaluation is performed using evaluation metrics like precision, 

recall, F1-score, Hit Rate and Coverage. 

 

5 Implementation 
 

In this section the Modelling part of the Research methodology and its results at each stage 

are discussed in detail. The overview and the steps involved in the actual implementation are 

already discussed in short in the methodology section. 
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Fig 9: Sample records of actual data 

 

In the above Fig 9, we could see that there are 3 columns in the dataset where we have index, 

session represents the session id and events represents the number of events taken place in 

that session. We could see that multiple events taking place in a particular session are stored 

in the form of list of dictionaries under events column. Here each dictionary represents an 

event. 

 

 
Fig 10: Sample Data after normalizing the data (using ‘explode ()’ function) 

 

In the modelling section we talked about using the “explode ()” function to normalize the 

events column and after using that we get the resulting data frame as shown above in Fig 10. 

Here in this data frame, we now have unique events of same session in different rows and 

more columns are added to the data frame named as ts and type after exploding the 

dictionaries in the previous data frame.  

 

 
 

Fig 11: Sample Data after assigning weights to events. 

 

In the modelling section we also discussed assigning weights to events where maximum 

weight is assigned to orders, followed by carts, and clicks. So, after performing that operation 
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we get the resulting data frame as shown in Fig 11. This data frame is now ready to apply the 

actual models to get the desired output in the form of recommendations. 

 

 

 
 

Fig 12: Sample Data of ‘ground_truth_df’ data frame. 

 

We discussed creating a ‘ground_truth_df’ data frame that will be useful in evaluation 

purpose of the results. The sample data for the same is as shown in Fig 12. The 

‘actual_products’ column in this data frame represents the products that were part of that 

session. 

 

 

  

Fig 13: Sample Data of user-item matrix 

 

Once the actual data frame was normalized and the final data frame is generated after weight 

assigning the next steps was creating a user-item matrix and applying Singular Value 

Decomposition (SVD) matrix Factorization.  So, Above is the sample of the data from user-

item interaction matrix. Here we have session on the rows and products on the columns and 

the values are the aggregated weights that we assigned. 
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Fig 14: Sample Data from Reconstructed user-item interaction matrix 

 

The next step after applying SVD was choosing the latent features and reconstructing the 

user-item interaction matrix. This is done using reduced dimension representation obtained 

after performing SVD. Fig 14 above shows the sample data of that data frame. 

 

 

 
 

Fig 15: Getting the final Recommendations as the output. 

 

After the Re-construction of user-item interaction matrix the final step was defining and 

calling the ‘get_top_n_recommendations()’ function to get the final output in the form of top 

3 recommendations. Fig 7 above showcases the glimpse of the achieved output. 

In this way in the overall implementation, matrix factorization is applied on user-item 

interaction data using SVD, Recommendations are generated, and the top 3 recommended 

products are displayed in the required format.   
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6 Evaluation 
 

In this section the findings of the research are explored in detail. As we have already 

discussed in the methodology section that we will use precision, recall, f1-score, hit rate and 

Coverage for the evaluation purpose of this research we will see the results of each parameter 

in detail below: 

 

 
                                  

Fig 16: Results for Precision, Recall and F1-score. 

 

a) Precision 

The formula for precision based on our case can be formulated as                             

precision: true_positives / len(recommended_products). 

In this case the true positives are the products that are in both the lists, actual 

products, and the recommended products. In this case dividing the number of true 

positives by the total number of recommended products will give the proportion of 

correct recommendations among all the recommendations made. 

We are getting the value of Precision as 0.9195. The ideal value is 1 which means the 

if the value is 1 or close to 1 there is more correctness in the recommended products. 

So, 0.9195 is good value which states that around 91% of the products recommended 

are correct. 

 

b) Recall 

The formula for Recall based on our case can be formulated as                                                        

Recall: true_positives / len(actual_products). 

In this case the true positives are again the same i.e., the products that lie in both 

actual and recommended products. 

It is calculated by dividing the number of true positives by the number of actual 

products. This will give the proportion of relevant products that were successfully 

recommended. 

In our case we got the recall value as 0.64. According to the research the ideal value 

for recall is also 1 but any value of recall above 0.5 is a good value in case of 

recommender systems. 

So, 0.64 as Recall value is a good one as it describes that 64% of products that were 

recommended were relevant products as per the customer choice. 
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c) F1-score 

It is a single metric that helps in balancing both precision and recall. 

In our case F1-score is: 2 * (precision * recall) / (precision + recall). 

F1-score helps in penalizing the extreme values of either of the metric between 

precision and Recall. 

According to the research any value above 0.5 for F1-score is good value for 

recommender systems. We are getting the F1-score value as 0.68 which is a good and 

acceptable value and balances both the Precision and Recall values perfectly, hence 

showcasing the overall effectiveness of the Recommender System. 

 

 
 

Fig 17:  Results for Hit Rate and Coverage 

 

 

d) Hit Rate 

It is the percentage of sessions where at least one recommended product is from the 

list of actual products. As we can see in the above image, we have achieved a hit rate 

of 1 which is the ideal value. This indicates that our system generates 

recommendations in which the customer is interested in. 

 

e) Coverage 

It calculates the proportion of uniqueness in terms of products that are being 

recommended in all sessions. If the coverage is higher, it indicates that the 

recommender system is recommending a wide range of products. In Fig 17 we can see 

that the value of coverage we are getting is 0.36. There is no ideal value for coverage 

as such because it totally depends upon the range of products available in the data and 

the user behavior. Hence 0.36 is acceptable value. 
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7 Discussion 
 

In this section the results of the Research are discussed in detail.  
 

 
 

Fig 18: Pair plot for Evaluation Metrics 

 

The above Fig 18 depicts the Pair plot for the 3 Evaluation Metrics. Looking at the Figure we 

get some of the insights regarding the relation between the 3 metrics as discussed below: 

 

Precision vs Recall: The scatter plots in the upper triangle showcase the relation between 

precision and Recall. We could see that there is no positive relation between precision and 

recall as when the precision is high the recall is low in some cases but in some cases, there is 

a positive relation as well. So, we could say that the recommender system can work well as 

currently there are mixed results when comparing the precision and recall metrics. 

 

Precision vs F1-score: The scatter plots in the lower left triangle showcase the relation 

between precision and F1-score. In the plot we can see that when the precision increases the 

F1-score also increases. This proves that there is a good balance between precision and recall 

in the generated recommendations. 

 

Recall vs F1-score: The scatter plots in the lower right triangle showcase the relationship 

between Recall and F1-score. In the plot we can see that as the recall is increasing the F1-

score is also increasing. This indicates that there is a good balance between precision and 

Recall. 

In conclusion we can see that the precision value achieved is very good, but the recall value is 

slightly low. This indicates that even if the system generates accurate recommendations there 

are chances that it might miss some relevant recommendations as well. The balance is 

referenced in the F1-score which has a value between the values of other 2 metrics and hence 

the system achieves a very good balance between Precision and Recall. 
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8 Conclusion and Future Work 
 

In this study a robust recommender system using advanced matrix factorization technique has 

been successfully implemented. With the help of user behavior data, the system provides 

personalized recommendations that will help in enhancing the user experiences across 

various online platforms. The effectiveness of our approach is highlighted by the evaluation 

done in the research. A very high precision of 0.92 indicates that the system can accurately 

suggest the items that are relevant to the users. The commendable Recall value of 0.64 

indicates the success of the system in getting a significant number of relevant items for the 

users. Furthermore, the F1-score of 0.68 indicates a well-rounded performance and balanced 

tradeoff between precision and recall. The hit rate of 1 is quite impressive and indicates that 

the user is getting recommendations from their searches and this success of the system helps 

in driving user engagement. However, we achieved the coverage as 0.36, which indicates that 

there is room for improvement in the system and ensuring that a wide range of products are 

recommended to cater to the users’ preferences. This might be done using smarter ways to 

offer a wide variety of products. 

While the current system gives promising results, there is room for further enhancement in 

this system. In terms of methodology other hybrid methods where many other techniques can 

be merged with matrix factorization, such as content based filtering or deep learning can be 

used for more accurate and diverse recommendations. If there are more columns in the data 

which give information about time of the day or user location, better recommendations can be 

generated to enhance the experience of users. The coverage metric of the system indicates 

that there is a need for a more comprehensive item list. Future works can make use of 

external data sources or can employ techniques like item cold start handling to fulfill this 

limitation. Additionally, considering other multiple factors like how happy users are, how 

long they use the product, are they going to use the same product over time, etc. would give a 

better picture of the system’s success. Furthermore, scalability is another factor that should be 

considered for effective handling of large datasets and providing real time recommendations 

in the future. For this more research should be done on distributed computing frameworks 

and optimization techniques. 

To sum up, the research shows that using matrix factorization for implementing the 

Recommender system works well. In the future works by handling the issues like showing 

variety of options and combining different methods can help the users find the products of 

their choice. This will make the online experience of the users better and satisfying.   
 
 

References 
 

 

Chen, S. S. et al. (2023) “An Algorithm-based approach for Mapping customer journeys by 

identifying customer browsing behaviors on E-commerce Clickstream data,” in 2023 5th 

International Congress on Human-Computer Interaction, Optimization and Robotic 

Applications (HORA). IEEE, pp. 1–8. 

 

Li, Y. et al. (2022) “Fairness in recommendation: Foundations, methods and applications,” 

arXiv [cs.IR]. Available at: http://arxiv.org/abs/2205.13619. 

 

Wang, H., Hong, Z. and Hong, M. (2022) “Research on product recommendation based on 

matrix factorization models fusing user reviews,” Applied soft computing, 123(108971), p. 

108971. doi: 10.1016/j.asoc.2022.108971. 

http://arxiv.org/abs/2205.13619


24 
 

 

 

Hwangbo, H., Kim, Y. S. and Cha, K. J. (2018) “Recommendation system development for 

fashion retail e-commerce,” Electronic commerce research and applications, 28, pp. 94–101. 

doi: 10.1016/j.elerap.2018.01.012. 

 

Hussien, F. T. A., Rahma, A. M. S. and Wahab, H. B. A. (2021) “Recommendation systems 

for e-commerce systems an overview,” in Journal of Physics: Conference Series. IOP 

Publishing. 

 

Sharma, S. et al. (2016) “Recommender system using hybrid approach,” in 2016 International 

Conference on Computing, Communication and Automation (ICCCA). IEEE. 

 

Mohanty, L. et al. (2022) “Recommender Systems in E-Commerce,” in 2022 Fifth 

International Conference on Computational Intelligence and Communication Technologies 

(CCICT). IEEE. 

 

Adeniyi, D. A., Wei, Z. and Yongquan, Y. (2016) “Automated web usage data mining and 

recommendation system using K-Nearest Neighbor (KNN) classification method,” Applied 

computing and informatics, 12(1), pp. 90–108. doi: 10.1016/j.aci.2014.10.001. 

 

Holý, V., Sokol, O. and Černý, M. (2017) “Clustering retail products based on customer 

behaviour,” Applied soft computing, 60, pp. 752–762. doi: 10.1016/j.asoc.2017.02.004. 

Wei, J. et al. (2017) “Collaborative filtering and deep learning based recommendation system 

for cold start items,” Expert systems with applications, 69, pp. 29–39. doi: 

10.1016/j.eswa.2016.09.040. 

 

Behera, R. K. et al. (2020) “Personalized digital marketing recommender engine,” Journal of 

retailing and consumer services, 53(101799), p. 101799. doi: 

10.1016/j.jretconser.2019.03.026. 

 

Anitha, P. and Patil, M. M. (2022) “RFM model for customer purchase behavior using K-

Means algorithm,” Journal of King Saud University - Computer and Information Sciences, 

34(5), pp. 1785–1792. doi: 10.1016/j.jksuci.2019.12.011. 

 

Ko, H. et al. (2022) “A survey of recommendation systems: Recommendation models, 

techniques, and application fields,” Electronics, 11(1), p. 141. doi: 

10.3390/electronics11010141. 

 

Smith, B. and Linden, G. (2017) “Two decades of recommender systems at Amazon. com,” 

Amazon. com. Ieee internet computing, 21(3), pp. 12–18. 

 

Mehta, R. and Rana, K. (2017) “A review on matrix factorization techniques in recommender 

systems,” in 2017 2nd International Conference on Communication Systems, Computing and 

IT Applications (CSCITA). IEEE. 

 

Wang, S. et al. (2022) “A survey on session-based recommender systems,” ACM computing 

surveys, 54(7), pp. 1–38. doi: 10.1145/3465401. 

 



25 
 

 

Gope, J. and Jain, S. K. (2017) “A survey on solving cold start problem in recommender 

systems,” in 2017 International Conference on Computing, Communication and Automation 

(ICCCA). IEEE. 

 

Lam, X. N. et al. (2008) “Addressing cold-start problem in recommendation systems,” in 

Proceedings of the 2nd international conference on Ubiquitous information management and 

communication. New York, NY, USA: ACM. 

 

Xue, H.-J. et al. (2017) “Deep matrix factorization models for recommender systems,” in 

Proceedings of the Twenty-Sixth International Joint Conference on Artificial Intelligence. 

California: International Joint Conferences on Artificial Intelligence Organization. 

 

Takács, G. et al. (2008) “Investigation of various matrix factorization methods for large 

recommender systems,” in Proceedings of the 2nd KDD Workshop on Large-Scale 

Recommender Systems and the Netflix Prize Competition. New York, NY, USA: ACM. 

 

Koren, Y., Bell, R. and Volinsky, C., 2009. Matrix factorization techniques for recommender 

systems. Computer, 42(8), pp.30-37. 

 

Normann and Baumeister, S.  Timo Wilm, title = OTTO Recommender Systems Dataset: A 

real-world e-commerce dataset for session-based recommender systems research. 

 

Wei, K., Huang, J. and Fu, S., 2007, June. A survey of e-commerce recommender systems. In 

2007 international conference on service systems and service management (pp. 1-5). IEEE. 

 

Schafer, J.B., Konstan, J.A. and Riedl, J., 2001. E-commerce recommendation applications. 

Data mining and knowledge discovery, 5, pp.115-153. 

 

 

 


