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Appendix:
Introduction This setup manual provides a detailed outline to replicate the planned

study and achieve the desired outcomes. It includes step-by-step procedures and code
snippets for implementing the approaches, along with instructions and code snippets for
testing and evaluating the model.

1 System configuration:

The minimum requirements for software and hardware tools to conduct this research are
stated ad follows:

(a) Hardware requirements:

• Processor: Apple M1 chip

• RAM: 8 GB Unified Memory

• ROM: 256 GB SSD Storage

(b) Software Requirements:

• Operating System: macOS Ventura

• Technology: Python

• IDE: Jupyter Notebook

The libraries used are stated as follows:

• Numpy

• Pandas

• Keras

• Math

• Matplotlib

• tensorflow

• PySimpleGUI
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Figure 1: Packages

Figure 1 depicts the packages imported. Here, the data structures and functions
for data manipulation and analysis are provided by the pandas. The NumPy is used for
numerical operations. The ta is utilized for the technical analysis library to financial time
series datasets. Then, PySimple is used to create the user interface. The matplotlib is
used for the visualization and the standard scalar is used for scaling the data. TensorFlow
is utilized to create the machine learning models. Keras. models used for importing the
Keras modules and their important APIs.

Figure 2: Read the CSV file

Figure 2 demonstrates reading the CSV file regarding three data files, such as train,
stores, and features, from the dataset.

Figure 3: Read the “train” data

Figure 3 demonstrates reading the data “train”. Here, the features, like date, weekly
sales, and IsHoliday regarding the train data are considered.

Figure 4 illustrates reading the “store” data that considers store type and store size
as its features.

Figure 5 demonstrates reading the feature data having store, data temperature, CPI,
unemployment list, and IsHoliday as its features.
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Figure 4: Read the “store” data

Figure 5: Read the “feature” data

Figure 6: Merging 3 different sets
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Figure 6 demonstrates the coding for merging three different sets, store, feature, and
train data.

Figure 7: Merged data

Figure 7 demonstrates the merged data from “train” “store” and “feature” with the
features as store, dept, date, IsHoliday, type, and size.

Figure 8: Preprocessing using missing data imputation

Figure 8 depicts the preprocessing using missing data imputation. The preprocessing
involves handling missing data through an approach called missing data imputation. Also,
missing data are imputed by replacing them with the average value of the respective
column.

Figure 9 illustrates the data oversampling by the data augmentation. Initially, the
size of the data is 50,000. The minimum and maximum values for each column in the
dataset are determined. Then, the minimum and maximum values are added as additional
instances to the dataset. By appending the added minimum and maximum values, the
size of the dataset is increased.

Figure 10 demonstrates the computation of technical indicators. Here, the indicators,
like SMA, WMA, VAMA, ADX, TDI, and EMA model are calculated.
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Figure 9: Data oversampling

Figure 10: Technical Indicator computation

Figure 11: Optimization objective function
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Figure 11 illustrates the coding for optimization objective function. The main aim of
this function is to train the deep LSTM model.

Figure 12: Deep LSTM

Figure 12 demonstrated the Deep LSTM model. In the deep LSTM model, the com-
monly used activation functions are ReLU (Rectified Linear Unit) and softmax.c
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