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1  Introduction 
 
This manual outlines the necessary steps to replicate the proposed research and attain the 
intended outcomes. It comprise of the system configuration prerequisites, procedures for 
gathering and integrating datasets, instructions and code snippets for model implementation, 
and ultimately, the guidelines and code snippets for evaluating the model's performance. 
 

2  System Configuration 
 
This section mentions the system configuration to be installed and setup to replicate the 
procedure and run the model. 
 
 

Operating System Windows 10 
  

RAM 8GB 
  

Hard Disk 128GB+ SSD 
  

Processor ntel Core i5 8th gen 
  

 
This experiments in the project are conducted using Python 3.10, where are the IDE 
(Integrated Development Environment) used was VS Studio and Google Colab. 
 

3  Dataset Generation 
 
For our experiment, we extract the Open, High, Low, Close and Volume prices from the 
Yahoo Finance Website of the top 10 Nifty 50 stocks, namely, RELIANCE.NS', 'TCS.NS', 
'INFY.NS', 'HINDUNILVR.NS', 'ICICIBANK.NS', 'HDFCBANK.NS', 'BHARTIARTL.NS', 
'KOTAKBANK.NS', 'WIPRO.NS', 'LT.NS'. 
 
We fetch the data using the Yahoo Finance Python library, ‘yf’, as seen in the below code 
snippet 
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Fig 1. Data Fetching 
 
Further we create Gramian Angular Difference Field (GADF) images from this extracted 
data, the data is normalized using the Min Max normalization, and different sample range and 
feature variables are modified in the below code, to generate different type of data 
representation.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig 2. GADF Image generation 

 
The images, are then dumped into pickle files, along with their respective labels (generated 
using the make_label method, using bollinger bands), normalized closed price and original 
closed price. The data is saved based on train, valid or test, as pre-name, based on the kind. 
 

4  Importing Libraries 
 
We import the necessary python libraries in our system, in order to implement our model. 
The libraries mentioned below are imported. 
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Fig. 3 libraries to import 

 

6 Model Implementation 
 
We import the nn.Module class from the Pytorch framework library, torch, which is used to 
implement the neural network models, Convolution Neural Network and the Policy Network. 
Below are three code snippets, used to implement the CNN, the loss function and forward 
function, which returns the loss and the logits from the CNN and the implementation of the 
Policy Network.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Convolutional Neural Network Class 
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Fig. 5 Loss and Forward Function  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Policy Network 
 
The model are implemented in the helper_model.py file. 
 

7 Reinforcement Learning Environment Creation 
 
In this section we mention about the part of code, which are used to create the trading 
environment. The essential code from the helper_agent.py file is being mentioned, while the 
whole file is overall interdependent for its successful implementation. 
 
The code snippet below mentions the function for selecting the action 
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Fig. 7 action_selection 

 
The code snippet below mentions the function for updating the q-network  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 8 updating q_network 
 
 

 

Files for implementation  
The two python notebooks namely, rl_trainer and trainer, are used to train the CNN and the 
CNN-DDQN model. The first file ‘trainer’ is a python notebook, which run the code to train 
the CNN and save the model. We save different models for different data representation, thus 
we have 18 models saved in the path mentioned. 
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The below code snippet shows the implementation of the trainer.ipynb file  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 9 trainer 

 
The second file, rl_trainer.ipynb, is a Python Notebook, which runs the saved models and 
implements the Reinforcement Learning environment. The number of episodes it runs is 
mentioned as the episodes variable. 
 
The below code snippet shows the implementation of the rl_train.ipynb file  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 10 rl_trainer 
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9 Evaluation 
 
The results from the CNN trained models, will be stored, alongside models, in a pickled file 
named as results. 
 
The train method from helper_cnn_trainer is responsible for saving the resulys of each data 
representation, making it 18 models, with 18 comparative results, saving in a pickled file. 
 
The snapshot below shows the code of train method, to save the results.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10 results 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

7 


