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1 Introduction

This document contains the step by step process implemented in this project along with
the code snippets. It explains every experiments that is conducted in this project to
achieve the final accuracy.

2 Environment Setup

Table 1 shows the environment setup

Environment Jupyter Notebook
Coding Language Python

Table 1: Tools Used for this Project

3 Data Source

Data set for this project is taken from kaggle an open source data repository. Data is
about review from readers about books. There are two data sets for this project, one
data set with details of the book and other data set with rating and reviews for each
book by the readers.

4 Implementation

Figure 1 shows the necessary libraries imported for this project and Figure 2 shows the
code for data preparation that involves reading the two data sets, Performing basic data
cleaning task like duplicate removal and null values removal. Data is then filtered from
the book details data set to keep only reviews after 2017. Extracting opinions is based on
the recent reviews from the readers so last six years data is considered for this project.
Then the two data sets is assigned to variables for merging. After that the two data sets
is merged together to form a single data frame with required columns.

Figure 3 shows the sampling of the records so that the data will not be biased towards
a rating and only the required columns are taken and the columns are renamed in the
final dataframe
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Figure 1: Importing Necessary Libraries

Figure 2: Data Preparation - 1
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Figure 3: Data Preparation - 2

Figure 4 shows the code for text cleaning process which involves conversion upper to
lower case, removal of special characters, removal of extra spaces, removal of punctuation’s
etc.

Figure 4: Text Cleaning

Once text is cleaned stop words are removed from the review text and Figure 5 shows
the code for stop word removal using the English language model. After stop words
removal, lemmetization is performed to retain the base form of a word. Figure 6 shows
the code for lemmetization.

After the lemmetization process, a new column is created called sentiment. It is
created based on rating column and to label them as negative, neutral and positive.
After label them with the sentiments, label encoding is performed to convert them into
numerical values as 0,1 and 2. Figure 7 shows the code for label encoding process. Figure
8 shows the sample data set after all the preprocessing steps.
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Figure 5: Stop Words Removal

Figure 6: Lemmetization

Figure 7: Label Encoding
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Figure 8: Preprocessed Sample Dataset

4.1 Experiment 1 - Count Vectorization and ratings as target
column

Once the preprocessing is done, X and Y variables are declared with independent and
dependent variable respectively where X is the cleaned review text column and Y is
the rating column. Feature extraction performed using count vectorization technique
and base models are implemented using Naive Bayes, Decision Tree and Random Forest.
Figure 9 shows the code for count vectorization on cleaned review text column and Figure
10 shows the example for implementation of base model using Naive Bayes algorithm.

Figure 9: Count Vectorization and Rating as Target

Figure 10 shows the implementation code for decision tree model and Table 2 shows
the accuracy for all the three base models using count vectorization as feature extraction
technique and rating as target column
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Figure 10: Example code for Decision Tree model

Model Accuracy
Naive Bayes 49.32
Decision Tree 33.91
Random Forest 45.87

Table 2: Experiment 1- Accuracy

4.2 Experiment 2 - Count Vectorization and Sentiments as tar-
get column

In experiment 2, count vectorization is implemented as feature extraction technique and
models are implemented with sentiment class as target column. Figure 11 shows the code
implementation for experiment 2 and Table 3 shows the accuracy of all the three models
and it can be seen that Naive Bayes algorithm performs the best.

Figure 11: Count Vectorization and Sentiment as Target
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Model Accuracy
Naive Bayes 66.22
Decision Tree 48.46
Random Forest 62.57

Table 3: Experiment 2 - Accuracy

4.3 Experiment 3 - TF-IDF Vectorization and Sentiments as
target column

In experiment 3, TF-IDF is used as feature extraction technique and sentiment column
is used as target column. Models are implemented to predict the sentiment class. Figure
12 shows the implementation code for TF-IDF vectorization and Naive Bayes algorithm.
Table 4 shows the accuracy for all the three models and it looks like naive bayes performs
the best. Compaer to the previous experiment there is no big change in the accuracy of
the models.

Figure 12: TF-IDF Vectorization and Sentiment as Target

Model Accuracy
Naive Bayes 66.22
Decision Tree 48.46
Random Forest 62.57

Table 4: Experiment 3 - Accuracy

4.4 Experiment 4 - TF-IDF Vectorization and Sentiments as
target column and performed Over Sampling using SMOTE

In this experiment, same like previous TF-IDF vectorization is implemented and senti-
ment column set as target. Along with that over sampling using SMOTE is implemented
to balance the sentiments as there is slight imbalance when label encoding is performed
and to overcome that oversampling is performed to match the sentiment classes. Figure
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13 shows the implementation code for performing over sampling using SMOTE and Fig-
ure 14 shows the hyperparameter tuning for Naive Bayes algorithm and it can be seen
that for alpha value 0.1 it has maximum mean test score.

Figure 13: Over Sampling

Figure 14: Hyperparameter Tuning for Naive Bayes

Table 5 shows the accuracy for the Naive Bayes model with the hyperparameter tuning
and over sampling of data. From this it can be seen that experiment 4 have the maximum
accuracy of 68.85 percentage compared to other experiments. Finally Multinomial Model
with alpha value of 0.1 is considered as the final model for the proposed methodology.
Figure 15 shows the confusion matrix for the Naive Bayes model and Figure 16 shows
the Classification report of Naive Bayes.
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Figure 15: Confusion Matrix of Naive Bayes

Figure 16: Classification report of Naive Bayes
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4.5 Implementation of topic modelling using LDA(Latent Di-
richlet Allocation)

Topic modelling is implemented on negative and positive reviews to understand about the
opinions of the readers on different genres. Figure 17 shows the code implementation for
LDA and Figure 18 shows the implementation code for calculation of cosine similarity in
order to assign the extracted topics to each review and it is done by a look up table and
In Figure 18 it can be seen that lookup table is created for the extracted topics and topic
name is given to the each topic based on the key words. Figure 19 shows the frequency
of the words from each topics.

Figure 17: Implementation of LDA

Figure 18: Cosine Similarity

4.6 Result

Figure 20 and 21 shows the frequency of each topic in the negative and positive reviews
and it can be seen that the negative and positive opinions are extracted from the reviews
about fiction genre.
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Figure 19: Topic and its Key words
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Figure 20: Negative Opinion - Fiction Genre

Figure 21: Positive Opinions - Fiction Genre
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