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1. Introduction 
 

This research study adheres to a particular implementation setup, and the purpose of this 

manual is to provide guidance about the overall establishment of the configuration. This 

documentation offers in-depth insights into the software, hardware, and library setups 

employed during the project's development. Moreover, it elaborates on the programming 

approach and the steps required for executing the code. 

 

2. System Configuration 
 

This section describes the hardware and software specifications. 

2.1  Hardware Configuration  
 

The hardware specification is given below: 

 

• Windows Edition: Microsoft Windows 10 Home Single Language 

• Processor: AMD Ryzen 3 350U with Radeon Graphics 2.60 GHz 

• RAM: 8.00 GB (5.94 GB usable) 

• System Type: x64 based PC. 64-bit operating system. 

 

 

Figure 1: Device Specification 

2.2 Software Configuration 
 

The software requirements of the study are given below: 

 

• Programming Language: Python 3.10.7 
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• IDE: Jupyter Notebook 
 

 

3. Project Implementation 
 

This section describes the implementation steps of the project. 

3.1  Programming Environment Set-up 

 

The execution environment for implementing it is initiated by launching the Jupyter 

Notebook through the command prompt. The diagram below, on the left depicts the launch of 

Jupyter Notebook. Once, it is launched, a new tab called ‘Home’ opens in the browser which 

is shown in the diagram below on the right. 

 

  

Figure 2: Execution environment: Jupyter Notebook launch (left) and Homepage of Jupyter 

(right) 

 

3.2  Data Collection 
 

The dataset utilized in the research is downloaded from Yelp.com1 website. The Yelp website 

provides an openly accessible, versatile dataset sourced from real-world businesses, intended 

for both personal and academic use. This dataset is available in JSON format and contains 

around 6,990,280 reviews related to 150,346 businesses across 11 metropolitan cities. The 

dataset consists of six JSON files: business, reviews, user, checkin, tip, and photo. For our 

research purpose, only business, tip and review files are used. Data is downloaded in a zip 

format which is later extracted.  

3.3 Python Libraries 

 

The libraries used in this study and their versions are listed below: 

Table 1: Python Libraries and versions 

Library Version 

seaborn2 0.12.1 

pandas3 1.3.4 

 
 
1 https://www.yelp.com/dataset 
2 https://seaborn.pydata.org/ 
3 https://pandas.pydata.org/ 

https://www.yelp.com/dataset
https://seaborn.pydata.org/
https://pandas.pydata.org/
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matplotlib4 3.6.2 

json5 0.9.6 

numpy6 1.22.4 

plotly7 5.15.0 

imageio8 2.9.0 

folium9 0.14.0 

scikit-surprise10 1.1.1 

nltk11 3.8.1 

 

All the libraries are installed in Jupyter Notebook using pip command. 

3.4  Data Loading, EDA and Data Selection 

 

Once all the necessary libraries are installed and imported, data is loaded. In this case, the 

original JSON files are stored in local directory and loaded first into the notebook. For the 

sake of simplicity, the JSON files are then converted to CSV. It is done in a python3 file 

named as “project1_readjson.ipynb”. Then CSV files are loaded in another python3 file 

“project2_businessEDA_merged.ipynb” for EDA purpose and a dataframe is created with 

only necessary data from business, tip and review files. Here, data related to only restaurants 

in a particular city is chosen where review count is high. It is then saved into a csv file called 

“business_review_tip_merged.csv”. 

 

 

Figure 3: Data loading of business.json 

 

 
 
4 https://pypi.org/project/matplotlib/ 
5 https://docs.python.org/3/library/json.html 
6 https://numpy.org/ 
7 https://plotly.com/python/getting-started/ 
8 https://pypi.org/project/imageio/ 
9 https://python-visualization.github.io/folium/ 
10 https://surpriselib.com/#:~:text=Surprise%20is%20a%20Python%20scikit,perfect%20control%20over%20their%20experiments. 
11 https://www.nltk.org/ 

 

https://pypi.org/project/matplotlib/
https://docs.python.org/3/library/json.html
https://numpy.org/
https://plotly.com/python/getting-started/
https://pypi.org/project/imageio/
https://python-visualization.github.io/folium/
https://surpriselib.com/#:~:text=Surprise%20is%20a%20Python%20scikit,perfect%20control%20over%20their%20experiments
https://www.nltk.org/
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Figure 4: Json files are converted to csv 

 

 

Figure 5: EDA of business types and cities  

 

 

Figure 6: Merging records from business, review and tip 

 

3.5  Data Pre-processing 

 

Next, data pre-processing is done to prepare the review text data suitable for feature 

extraction. The output csv file of the second jupyter file is loaded and pre-processing steps 

are performed. A python3 file “project3_preprocess.ipynb” is used. The result is store in 

“token_pos_nolemm_df_new.csv” file. It has 11 columns where ‘business_id’ is restaurant 

id, ‘user_id’ is id of user, ‘review_id’ is unique id of review, ‘text’ is the user comment, ‘city’ 

is the city of the restaurant, ‘categories’ is the cuisine, ‘name’ is the restaurant name, 

‘address’ is the restaurant location, ‘text_tokens’ is the tokens generated from ‘text’ and 

‘ngrams’ is the 3-grams generated from the tokens.  
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Figure 7: Duplicate and null value check 

 

 

Figure 8: Data-frame after tokenization, stop-word removal and n-grams 

 

3.6  Feature Engineering 
 

Feature engineering is one of the most crucial steps of the project. The data is loaded from 

the output file of the preprocessing step. In first phase, a food dictionary is created and stored 

in “food_dict_final” after refinement of food dishes. Then from the ‘text_tokens’ food items 

are extracted and stored in a separate column named ‘food_names’. Ngrams are also filtered 

and stored in column named ‘filtered_ngrams’. The name of the python3 file used here is 

“project4_foodDictionaryFoodExtraction.ipynb”.   

 

 
 

Figure 9: Food_dictionary creation 
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Figure 10: Food_dictionary after refinement 

 

After those steps, a new csv file is created named “filtered_ngrams_dict_new.csv”. That is 

used in another python3 file called “project5_posExtraction” to do the later steps of feature 

engineering such as POS tagging, making {food: description} where ‘food’ is dish and 

‘description’ is word describing opinion of user and then getting positive and negative 

sentiment score from sentiment analysis. “filtered_pos_tags” contains the POS tags, 

“food_descriptions” contains the food and opinion pair, “sentiment_scores” has positive and 

negative score for each food opinion and finally “average_scores” has average of the 

sentiment scores for each food item. 

 

 

Figure 11: POS tagging 

 

 

Figure 12: Food-description extraction 
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Figure 13: Sentiment score generation  

 

 

Figure 14: Output of file “project5_posExtraction 

 

 Once, those mentioned steps are done, data-frame is stored in a file named 

‘filtered_sentiment_score_new.csv’. There are few more steps of feature engineering left 

which is done in the beginning of every ‘project6 files which are the files basically created 

for applying collaborative filtering models. From the data loaded from 

‘filtered_sentiment_score_new.csv’ file, only four attributes ‘user_id’, ‘business_id’, ‘stars’, 

‘average_scores’ are taken and stored in rating_df dataframe. 
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Figure 15: Necessary data loaded in ‘rating_df’ data-frame 

 

As ‘average_scores’ has information about food iem, positive and negative score, they are 

first unpacked and stored into separate columns. The attribute ‘stars’ is transformed through 

‘min_max’ normalization and stored in ‘normalized_stars’. 
 

 

Figure 16: Min-max transformation of rating ‘stars’ 

Next, for every record a tuple of ‘food’ and ‘business_is’ is created to generate 

‘restaurant_food_pair’ and a ‘final_rating’ is generated by taking average of 

‘normalized_stars’ and and ‘total_score’. Now, the data is prepared to be utilized in model 

implementation. 

 

3.7  Sampling of Data 
 

Due to limited computational resource, the experiment is carried out in two ways. In one-

way, whole data is taken and in other way, only a small part of the data is taken.  Hence, 

sampling is done in file ‘project6_sampled_CFknnBasic.ipynb’ with only 10000 records and 

stored in ‘sampled_df.csv’ for further utilization. 
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Figure 17: Data Sampling 

 

3.8  Train-test Split 
 

In both experimental approaches, the data is randomly split into training and test data in 

80:20 ratio. AS for collaborative filtering models surprise library is used, the original data is 

first loaded into surprise dataset and then the split is done. A ‘reader’ object is created too to 

specify the rating scale which is 0-1 in this case. 

 

 

Figure 18: Train-test split 

 

3.9  Model Implementation 
 

Total four models are implemented. On sampled data, KNNBasic and KNNWithMeans and 

on whole data, SVD and NMF are applied. 

3.9.1 KNNBasic 

 

First KNNBasic() with default setting is applied. Then 5-fold cross-validation and hyper 

parameter tunning with GridSearchCV is applied as well. The python3 file name is 

“project6_sampled_CFknnBasic.ipynb”. 
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Figure 19: KNNBasic() with default setting 

 

 

Figure 20: KNNBasic() with 5-fold cross-validation 

 

 

Figure 21: KNNBasic() with 5-fold cross-validation and hyper parameter tunning 

 

3.9.2 KNNWithMeans 

KNNWithMeans() is applied on the training data obtained from sampled dataset. After 

running with default setting, 5-fold cross validation and optimization through hyperparameter 

tunning is applied. It is executed in “project6_sampled_CFknnWithMeans.ipynb” python file. 
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Figure 22: KNNWithMeans() with default values 

 

 

Figure 23: KNNWithMeans() with 5-fold cross-validation 

 

 

Figure 24: KNNWithMeans() with 5-fold cross-validation and hyperparameter tunning 

 

3.9.3 SVD 

 

On the complete dataset obtained after feature engineering, SVD algorithm is applied. In this 

case also first the basic version, then 5-fold cross validation and finally hyperparameter 

tunning using GridSearchCV with cross-validation is implemented. The file executed here is 

“project6_CFsvd_full.ipynb”. 
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Figure 25: SVD() with default values 

 

 

Figure 26: SVD() with 5-fold cross-validation 

 

 

Figure 27: SVD() with 5-fold cross-validation and hyperparameter tunning 

 

3.9.4 NMF 

 

A similar approach is followed for NMF as well. It is executed in 

“project6_CFnmf_full.ipynb”. Figure 28 shows the basic nmf() model, whereas fig 29 shows 

cross-validation on it and fig 30 depicts the optimization performed through hyperparameter 

tunning. 
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Figure 28: NMF() with default setting 

 

 

Figure 29: NMF() with 5-fold cross-validation 

 

 

Figure 30: NMF() with 5-fold cross-validation and hyperparameter tunning 

 

3.10 Results and Evaluation 

 

For every model, results are obtained in terms of RMSE and MAE. Those values are 

compared for every model to chose the best one in each case.  
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3.10.1 KNNBasic 

 

The RMSE and MSE value of the KNNBasic model trained on the best parameters are shown 

in the below diagram. RMSE value achieved is 0.1517 and MAE achieved is 0.1164. 

 

 

Figure 31: Result of hyperparameter tunned KNNBasic 

 

3.10.2 KNNWithMeans 

 

The diagram blow shows the best RMSE and MAE value obtained for optimized 

KNNWithMeans model. They are 0.1532 and 0.1173 respectively and shown in fig 32. 

 

 

Figure 32: Result of hyperparameter tunned KNNWithMeans 

 

3.10.3 SVD 

 

For SVD also, the best RMSE and MAE value is obtained for optimized model with the best 

combination of hyperparameters. The diagram below shows the result of RMSE and MAE 

which are 0.1272 and 0.0957 respectively. 
 

 

Figure 33: Result of hyperparameter tunned SVD 
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3.10.4 NMF 

 

Optimized model of NMF has shown best value for RMSE and MAE for the best 

combination of hyperparameters. The diagram below shows the result of it. RMSE value 

obtained is 0.1304 and MAE value obtained is 0.0967.  

 

 

Figure 34: Result of hyperparameter tunned NMF 

 


