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1 Introduction 
 

This is the configuration manual that serves as a directive required to reproduce the research 

project with step-by-step guidelines of code implementation spanning from Hardware and 

software requirements, data selection to execution of the project. (with complete 

implementation procedure clearly stated) 

 

2 System Requirement  
 

The table below contains the hardware requirements for the research. 
Table 1:    Hardware requirements 

S/NO 

1 Device name LAPTOP-Q52S7GLR 

2 Processor 11th Gen Intel(R) Core (TM) i5-1135G7 @ 2.40GHz   2.42 GHz 

3 RAM  16.0 GB (15.8 GB usable) 

4 Type 64-bit operating system, x64-based processor 

Table 1.  

 

Software Requirements. 

The software specifications are listed below. 

• Anaconda Navigator 3 for Windows 

• Jupyter Notebook (Version 6.4.12) 

• Python (Version 3.9) 

 

3.0 Data selection. 
 

The datasets used were obtained from Kaggle’s repository and two different datasets were 

considered for the research work with the link listed below. 

 

I. https://www.kaggle.com/datasets/giripujar/hr-analytics 

 

II. https://www.kaggle.com/datasets/jpmiller/employee-attrition-for-healthcare 

 

Click on the links above to download the datasets and stored it as CSV file on your system. 

 

3.1 Importing of libraries and loading of Dataset on Jupyter Notebook. 

Open Jupyter Notebook to select a new Python file, import and install all the necessary 

libraries that are needed by this research using pip install (‘Packages name’) to install the 

required libraries, and continue with the installation as the need arises. 

 

http://www.ncirl.ie/
http://www.ncirl.ie/
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Figure 2: Libraries installation. 

 

 

 
 

 

 
 

 

Figure 3: Dataset and attributes checked. 

 

Import the dataset that is already saved CSV file into the Python environment on the jupyter 

notebook with the pandas library and view the first five rows in the dataset as shown in 

Figure 3 to see the labeling and naming of the attributes in the columns on the data frame and 

the attributes of the dataset as the first dataset Hr analytic dataset consists of 14999 rows with 

10 columns and the second dataset employee attrition for healthcare dataset consist of 1676 rows 

with 35 columns. 
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Figure 4a. Hr analytic dataset attributes. 

 

 

 
Figure 4b. Employee attrition for healthcare attributes. 

 

 

4. Dataset Exploration. 
The attributes name on the columns consists of both lower case and upper case, it is better to 

stick to one case out of the two cases used for easy reading of the dataset and for easy reading 

and computation on the Python platform. The uppercase attributes in the dataset were 

changed to lowercase.  
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Figure 4: Renaming the column’s name. 

 

 

The statistical value of the dataset is displayed below with mean, standard deviation, 

minimum, maximum and quantile. 

 
 

Figure 5: Statistical description and values of the dataset. 

 

2. The two dataset was checked for null values and duplicated values. There was no missing 

value in the datasets and no duplicate in the second dataset, but the first dataset contains 3008 

duplicated values. 

The dataset was visualized with a boxplot to check if there are outliers in the dataset, utilizing 

the seaborn library, boxplots are used for outlier analysis and there are several outliers that 

need to be dealt with as shown below.  
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Figure 6: Box plots for the variables 

 

5 Data visualization.  
Visualization was done on the dataset with a histogram and pie chart to check the interaction 

of the target variable with other variables to observe the trend and pattern in the dataset that 

are not visible to the eyes.  

           
7a. Histogram of satisfaction level vs left             7b. Histogram of average_montly vs left 

              
7c. Histogram of age vs left                                         7d. Target Variable   
 

Figure7:  Attrition rate visualizations with histogram and pie chart. 

 

From Figure 7, the relationship between the target variable and the independent variable is 

visible and the pie chart shows that the class in the target variable is imbalanced because the 

class is not represented. 
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6. Correlation of numerical variables 
 

 
 

 
                         Figure 8: Heap map for correlation of variables  

 

7. Label encoding. 

 
Figure 9: Label encoding of some attributes. 

 

 

 

The proportion of the target variable is imbalance as shown in the pie chart above so the 

target variable was upsampled in figure 10 below to remove bias in the class and improve the 

performance of the model and scaling was done to normalize all the variables as differences 

in feature scale can affect the result of the model present as shown in the figure below. 
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Figure 10: upsampling and scaling of the variables  

 

 
 

Balanced class for the target variable. 

 

8. Training and splitting of the dataset 
The dataset was splited into test and train sets using the train _test _split function from the 

scikit-learn library in Python this is mostly used to split the dataset into subsets purposely 

done to check the performance of the model as training set is used to train and the testing test 

is used to evaluate or validate the performance of the model. The dataset is partitioned into 

ratios of 80% and 20% respectively as the test part is 20 % as shown in the figure below.  
 

 
 

Figure 11: Dataset splitting in Ration 80% AND 20% 
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Models Application 

 

Random Forest.  

Two models were applied to the dataset, these are Random forests and Neural network model 

classification was done and the result evaluated. 
 
 

           
  

 
 

Figure 12: Random Forests Model. 
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Figure 13: Features importance in the HR analytics and employee attrition healthcare dataset 

 

 

 

 
 

 

                                                
                                                   Roc Curve in Random Forest and Neural Network.        

 

Neural Network.  

 

    
         

 Figure 14: Neural Network Model 
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Explainable AI Implementation 

Experiment 1. 

 
Lime in Random Forest in Hr analytic data 

The lime model was applied Random forest model to give interpretations to the output of the 

result in other to explain factors that contributed to employee retention in a company by 

giving a local interpretation to the instances of the variable being explained. 

 
 

 
 

Figure 15a: Lime interpretation of Random Forest Model 

 

 

 
 

 

Figure 15b:Lime in Neural network Model 
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Shap was also applied to the same model to interpret the global impact of the factors on the model 
prediction as shown in figure 16.  

The summary plot shows the significant impact of the features on employee attrition in order of their 

impact and effect as the feature with high shap values has a significant effect on model prediction. 
 

         Summary plot of Random Forest 

 

 

      Summary plot of Neural Network models 

 

 

Figure 16: Summary plot of Random Forest and Neural Network models 
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       Waterfall plot in Random forest 

        

 

          Waterfall plot in Neural network   

 

Model Figure 17 : Waterfall plot in Random forest and Neural network  Model  

 

The waterfall plot in figure 16 shows the contribution of each of the factors on the model prediction 
and interactions that occur within the factors to arrive at the final output given by the model. 

 
Figure 18 Force plot of Random Forests Model. 

 

 

 

The forceplot in figure 17 above shows the effect of factors on the model output this works just like in 

waterfall plots which shows the impact f each of the factors on the model output. 
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Experiment 2: Lime on Random Forest for employee attrition for 

healthcare 
 

 
Figure 19: Lime on Random Forest for employee attrition dataset 

 

SHAP 

 

 
 

 
 

Figure 20 : shap on Random forest Model. 



14 
 

 

 
Figure 21: Waterfall on Random forest Model. 

 
 

Experiment 2: Lime on Neural Network for employee attrition for 

healthcare 
 

Lime was applied to the Neural network model as seen in the figure below. 
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Shap 

The library was imported  and shap was applied on the Neural network model to interprete the 

features that contributed to model predictions 

 

 

 
 

 

 

 
 

Figure 22: Waterfall on Neural Network Model 
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Figure 23: Summary Plot Neural Network Model 
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