
Configuration Manual

MSc Research Project

Data Analytics

Conor Moody
Student ID: 21201765

School of Computing

National College of Ireland

Supervisor: Jorge Basilio

www.ncirl.ie



National College of Ireland
Project Submission Sheet

School of Computing

Student Name: Conor Moody

Student ID: 21201765

Programme: Data Analytics

Year: 2023

Module: MSc Research Project

Supervisor: Jorge Basilio

Submission Due Date: 14/08/2023

Project Title: Configuration Manual

Word Count: 1,085

Page Count: 9

I hereby certify that the information contained in this (my submission) is information
pertaining to research I conducted for this project. All information other than my own
contribution will be fully referenced and listed in the relevant bibliography section at the
rear of the project.

ALL internet material must be referenced in the bibliography section. Students are
required to use the Referencing Standard specified in the report template. To use other
author’s written or electronic work is illegal (plagiarism) and may result in disciplinary
action.

Signature: Conor Moody

Date: 18th September 2023

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST:

Attach a completed copy of this sheet to each project (including multiple copies). □
Attach a Moodle submission receipt of the online project submission, to
each project (including multiple copies).

□

You must ensure that you retain a HARD COPY of the project, both for
your own reference and in case a project is lost or mislaid. It is not sufficient to keep
a copy on computer.

□

Assignments that are submitted to the Programme Coordinator office must be placed
into the assignment box located outside the office.

Office Use Only

Signature:

Date:

Penalty Applied (if applicable):



Configuration Manual

Conor Moody
21201765

1 Introduction

The following document is to be used as a guide to set up the environment needed to run
the three models that were built to predict the Research & Development (R&D) spend
for the Annual Business Survey of Economic Impact (ABSEI) which is coordinated by the
Department of Enterprise, Trade & Employment. This manual will cover the environment
setup as well as the work needed to perform Data Transformation and Data Preparation,
as well as the Implementation of the Recurrent Neural Network, Feed Forward Neural
Network and Linear Regression models.

2 Dataset

The ABSEI dataset used for this analysis was a large CSV file containing restricted
information on Irish businesses. It was made available for this analysis but unfortunately
it was only accessible on a designated PC in the Department of Enterprise, Trade &
Employment. As such, the raw data used is not accessible for running outside of the
Department.

An advantage of the dataset being made available for this analysis was that previously
unavailable variables on R&D were accessible for the purposes of this project. This
allowed for the ability to build a model to predict the R&D spend for Irish companies.

The initial dataset was made up of 10,856 companies with 1,059 variables for each of
them. These 1,059 variables covered the data for each year that the survey was offered
(2000 to 2022 inclusive) for 185 questions.

3 Environment Setup

3.1 Hardware Requirements

The following are the recommended Hardware Requirements needed for the development
of this project:

• Processor: Intel(R) Core(TM) i7-8665U CPU @ 1.90GHz 2.11 GHz

• Installed RAM: 16.0 GB

• Storage: 256GB SSD/1TB HDD Operating System.

• : System Type: 64-bit operating system, x64-based Operating System.
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3.2 Software Requirements

This project was run using the following software:

• Python 3.11 - Installed on machine

• Juypter Notebook - Installed on machine

• Overleaf - Online

3.3 Libraries

Python has a number of libraries that it can harness in order to improve the processing
efficiencies. In particular, the 4 main libraries used in the project were:

• Pandas

• Numpy

• Tensorflow

• Sklearn

Within those 4 libraries, there were a number of packages used. There was also other
libraries that were needed at various stage, and all of the packages in Figure 1 below were
used during the project:

Figure 1: Imported Packages
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3.4 Juypter Notebook

Jupyter Notebook was used to edit the Python code. Jupyter Notebook (shown in Figure
2 below) is a web-based Integrated Development Environment (IDE) and it was the most
popular IDE when data analysts were surveyed in 2022 (Shafl 2023).

Figure 2: Jupyter Notebook

3.5 Overleaf

The project report was written in Overleaf (shown in Figure 3 below), which is an online
LaTeX editor. This was chosen due to the effective ability of LaTeX to handle images
and tables for reports, as well as how it is much easier to organise the structure and
references of long documents.

Figure 3: Overleaf

4 Data Transformation

The first Juypter Notebook file to be run is ’Data Transformation.ipynb’. This file takes
the original raw data, and performs the transformation using the Melt function in Python,
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to reduce the dimensionality of the dataset and ensure that there is one variable for every
question in the survey. By performing this action on every question where there are
multiple years’ of data, the dataset is reduced to 185 variables, but there are now over
249,000 rows. This allows for the performance of time series analysis on the data, and a
code snippet for this section is shown in Figure 4 below.

Figure 4: Data Transformation

5 Data Preparation

Once the data is transformed, the ’Data Preparation.ipynb’ notebook needs to be run
next, and it is the process that worked on getting the data ready for modelling. The
dataset was reduced down to just Irish companies. Any non-numeric variables were also
removed. In order to properly predict a value for x25, it was important to remove any
records where no value for x25 was recorded. This reduced the number of records to
just over 29,500. Outliers were then removed as well, as they could overly impact the
modelling.

Another process that took place in the Data Preparation phase was to calculate the
appropriate number of years between R&D and the resulting New Product Sales (’x38a),
and move the values for x38a to the same year that the R&D took place. Figure 5 below
shows some of this work in the notebook.
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Figure 5: Data Preparation

6 Implementation

The output of the Data Preparation notebook is a file called ’Model Data.xlsx’, and this
file can be run on each of the models independently.

6.1 Feed Forward Neural Network

The code in Figure 6 below shows the production of the Feed Forward Neural Network.
Once the dataset is split, the input features are standardized. The model is built with
one hidden layer with 50 neurons. The ReLU activation function is used as well as the
Adam optimization algorithm. The training model is set to 3000 iterations and a random
seed for reproducibility is set.

Once the model is trained, x25 values are predicted for the test set, and the results
are evaluated.
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Figure 6: Feed Forward Neural Network Code

6.2 Recurrent Neural Network with Long Short-Term Memory

The code below in Figure 7 shows the creation of the Recurrent Neural Network model.
It uses the ReLU activation function, and the model is run on a previously set window
size. The window size dictates the number of time steps (in this case the number of years)
that the model will be trained on. Dropouts are used to prevent overfitting, and a Dense
(fully connected) layer with one neuron for regression output is also included.

Early Stopping is included to stop the model when validation loss has stopped im-
proving. The model is then trained, with epochs (full passes through the dataset) set to
be 100. Early stopping may mean this is not reached.

Figure 7: Recurrent Neural Network Code
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6.3 Linear Regression

The Linear Regression model was relatively simplistic by comparison to the other two,
and is shown in the code snippet in Figure 8. The Linear Regression function was used
to fit the training and test datasets, and the results were then evaluated.

Figure 8: Linear Regression Code

7 Evaluation

Figure’s 9, 10 and 11 below show the fitting of the predicted values to the actual values
in each model. Important metrics such as R², Mean Squared Error, Mean Absolute Error
and Root Mean Squared Error are also calculated in order to evaluate the results of each
model.

7



Figure 9: Neural Network Evaluation

Figure 10: Recurrent Neural Network Evaluation
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Figure 11: Linear Regression Evaluation
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