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1 Introduction

The configuration manual outlines the sequential guide for executing the time series mod-
els associated with the research project. The project involves the implementation and
evaluation of four different time series models, namely RNN (Recurrent Neural Network),
ARIMA (AutoRegressive Integrated Moving Average), SARIMA (Seasonal AutoRegress-
ive Integrated Moving Average), and LSTM (Long Short-Term Memory).

2 System Configuration

2.1 Software Requirements

The research work was executed utilising Google Colab, an open-source framework for
AI/ML projects in the Google ecosystem. This setting is powered by a Python module.
Installing each of these packages is necessary before the project can be built.

2.2 Hardware specifications

• System Name: suryas zenbook

• Processor: 11th Gen Intel(R) Core(TM) i7-1165G7 @ 2.80GHz 2.80 GHz

• Installed RAM: 16.0 GB (15.7 GB usable)

• Storage Size: 1TB SSD (109,951,162,7776 bytes)

• OS type: 64-bit operating system, x64-based processor

3 Installation and Environment Setup

• Python

This project made use of a Python package. Since the majority of Deep Learning and
Machine Learning Projects are supported by its numerous built-in libraries. With a
variety of plots, it makes developing and analysing models easier. Since python’s latest
version is already installed in google colab, no need to install it again.

• Google Colab
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Figure 1: Latest version in Google colab

Google offers a Jupyter notebook environment on the cloud called Colaboratory, also
known as Google Colab. As It provides a practical platform for research, machine learn-
ing, data analysis, and coding tasks and Colab serves as a popular option for students,
academics, and professionals because it avoids the need for complicated settings by al-
lowing Python code to execute easily in a browser.

One of Colab’s key benefits is its interface with Google Drive, which enables simple
storing, sharing, and notebook collaboration. Additionally, it offers open access to GPUs
and TPUs, facilitating the quicker completion of resource-intensive operations. Because
Colab notebooks are interactive, data can be visualised and analysed in real-time, provid-
ing immediate insights. This can accessed from 1as shown in the Figure 2 .

Figure 2: Google Colab’s user interface

4 Data Collection

The quarterly data from the Ministry of Statistics and Implementation Programme 2 had
the quarterly GDP data of different sectors. This dataset had Gross Domestic Product
(GDP) figures for various industries across different quarters for a span of 15 years.

5 Implementation

5.1 Importing Libraries

The sections below demonstrate how to implement the project using Python. Run them
as instructed, step by step. Preprocessing the provided data is the first step before we
start the implementation. The libraries required for startup are shown in the picture
below 3. ,

1https://colab.research.google.com/
2https://mospi.gov.in/data
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Figure 3: Importing Required Libraries

5.2 Data Preprocessing

The industry column specifies the particular industry or sector to which the GDP values
pertain. This data is further splitted into 9 different CSV files as it represents 9 different
GDP data.To do this operation the code shown in figure 4 need to be executed.

Figure 4: Data Preprocessing

5.3 Splitting of Data

The data has been splitted into 80-20 ratio for train and test respectively for ARIMA
model as shown in the figure 5 and for RNN, LSTM and SARIMA the split was 70-30 as
shown in the below figure 6 7 8 respectively.
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Figure 5: Train and Test Split for ARIMA

Figure 6: Train and Test Split for RNN

5.4 Implementing ARIMA Model

The ARIMA model was implemented by executing the code in the below picture 9. All
the necessary steps for building the model has been included in the code. This code gives
a result with actual GDP, predicted GDP, difference between actual and predicted GDP
values and the difference percentage.

5.5 Implementing SARIMA Model

The SARIMA model was implemented by executing the code in the below picture 10.
All the necessary steps for building the model has been included in the code. This code
gives a result with actual GDP, predicted GDP, difference between actual and predicted
GDP values and the difference percentage.

5.6 Implementing LSTM Model

The LSTM model was implemented by executing the code in the below picture 11. All
the necessary steps for building the model has been included in the code. This code gives
a result with actual GDP, predicted GDP, difference between actual and predicted GDP
values and the difference percentage.

5.7 Implementing RNN Model

The RNN model was implemented by executing the code in the below picture 12. All the
necessary steps for building the model has been included in the code. This code gives a
result with actual GDP, predicted GDP, difference between actual and predicted GDP
values and the difference percentage.
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Figure 7: Train and Test Split for LSTM

Figure 8: Train and Test Split for SARIMA

Figure 9: ARIMA Model

Figure 10: SARIMA Model

Figure 11: LSTM Model

Figure 12: RNN Model
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