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Sentiment Analysis of Hindi Song Lyrics using a
BiLSTM Model with BERT Embeddings

Configuration Manual

Jay Milind Kulkarni
x21173176

1 Introduction

This configuration manual is a guide for the research implementation of “Sentiment Ana-
lysis of Hindi Song Lyrics using a BiLSTMModel with BERT Embeddings”. The detailed
steps for the procedures followed for System and environment setup, Data loading, Data
Process, and Modeling are discussed. Also, code snippets are appended as per code file
sequences. There are a total of four Python files, the first one is “EDA.ipynb” which
contains code logic for Explanatory Data Analysis, and the remaining three files are for
each model and the file names are after each model respectively.

2 System Configuration

Hardware and Software requirements for conducting the research are specified in this
section

2.1 Hardware Specifications

• Operating System: Windows 11

• HP Envy

• RAM: 16 GB

• 256 GB SSD

2.2 Software Specifications

• Python Version 3.10.12

• Google Colab

• Overleaf

Python was chosen as the programming language for implementing this research pro-
ject. All the processes such as Data loading, Data Cleaning, Exploratory Data Analysis,
Model Building, and evaluation were implemented using Python.
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3 Data Collection

The dataset was downloaded from Kaggle and it’s called “Hindi Songs Lyrics With
Artists” 1. Below Figure 1 is a snapshot of the website.

Figure 1: Kaggle Website Dataset Snapshot

4 Research Project Code

There are totally four Python files that were created in this project, the first one is named
EDA after Exploratory Data Analysis, and the other files are named after each model.

1. EDA.ipynb: This file consists of code for data pre-processing and EDA visualiza-
tions.

2. BERT-BilSTM Model With Stopwords.ipynb: This is the first model where the
stopword removal step was skipped to analyze the impact of stopwords on the
model.

3. BERT-BilSTM Model Without Stopwords.ipynb: In this code stopword removal
along with parameter changes were introduced.

4. BERT-BilSTMModel Without Stopwords and K-Fold Cross Validation.ipynb: This
is the final file which is the last model which performed better than the other two
models.

5 Python packages and Libraries Used

Following is the list of Python libraries used for this project:

1https://www.kaggle.com/datasets/arjunramoji/hindi-songs-lyrics-with-artists
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1. Pandas: Library used for data manipulation and analysis of tabular data.

2. Collections: For this project counter package is used from this library for counting
elements.

3. Wordcloud: Used for creating a word cloud of Hindi text data.

4. Matplotlib: This library is used for creating visualizations.

5. Advertools: Hindi stopwords lists were extracted from the stopwords package of
this library.

6. Seaborn: Used for visualizations

7. Numpy: Library used for numerical computation of arrays or matrices.

8. Sklearn: This is an important library that is used for data processing, model selec-
tion, and evaluation.

9. Torch: A machine learning framework that has tensors and dynamic computational
resources.

10. Transformers: Library for BERT model for Natural Language processing.

6 Steps for Code Understanding and Execution

In this section steps for code from each python file are discussed.

6.1 EDA Code File

1. First step is to install advertools library using the command “pip install advertools”

2. Next import libraries such as pandas, collections, word cloud, matplotlib, ad-
vertools, and seaborn.

3. Google colab is used, so the dataset is stored in the drive and then this drive is
mounted and data is accessed.

Figure 2: Code for Mounting Drive and Accessing Dataset
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4. In the next step function to remove stopwords from lyrics data is written by using
a Hindi stopword list from advertools library.

Figure 3: Stopwords Removal and Plotting Count

5. Once the data cleaning is done, now plots of class count and word counts are created
and Figure 3 is the snapshot of code for this.

6. The final step in the EDA file is to create a word cloud for the most common words
from the lyrics of each class.

Figure 4: WordCloud with Most Common Words

6.2 BERT-BilSTM Model With Stopwords File

1. Initial Stages until loading the data is same as EDA file and install “transformers”
library.

2. Next is to skip the step of removing stopwords logic and prepare the data for
creating BERT Embeddings.

3. Write a function for creating BERT embeddings.

4. Once the data is converted into word embeddings the predictor column “type” is
also converted into label using label encoders into values 0,1 and 2.
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Figure 5: Creating BERT Embeddings

Figure 6: Creating Label encoders

Figure 7: Buliding a BERT-BiLSTM Model
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5. Next step is to divide the data into train and test data and convert to Pytorch
tensors and create a data loader and build a BERT-BiLSTM model.

6. Finally, the built model is trained without introducing weights to classes.

Figure 8: BERT-BiLSTM Model Training

Figure 9: BERT-BiLSTM Model Training

7. Once the model is built and trained, the next and final step is to evaluate the model.
Evaluation parameters are Accuracy, Precision, Recall, and AUC.
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Figure 10: BERT-BiLSTM Model Evaluation

Figure 11: BERT-BiLSTM Model Evaluation

Figure 12: BERT-BiLSTM Model Evaluation
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6.3 BERT-BilSTM Model Without Stopwords

1. Initial steps are the combination of the EDA file and BERT-BilSTM Model With
Stopwords file i.e., data loading, stopwords removal, creating BERT embeddings
and tensors.

2. During the model-building stage few modifications are done for improving model
performances.

Figure 13: BERT-BiLSTM Model Buliding

3. Now the model is trained and class weights, learning rate, and weight decay are
introduced.

Figure 14: BERT-BiLSTM Model Training

Figure 15: BERT-BiLSTM Model Training
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Figure 16: BERT-BiLSTM Model Evaluation

Figure 17: BERT-BiLSTM Model Evaluation

Figure 18: BERT-BiLSTM Model Evaluation
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6.4 BERT-BilSTMModel Without Stopwords and K-Fold Cross
Validation

1. First few steps until BERT embeddings are the same as before for this file as well.

2. This is the last model where along with the class weights, k-fold cross-validation is
also introduced.

Figure 19: BERT-BiLSTM Model Building

Figure 20: BERT-BiLSTM Model Training
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Figure 21: BERT-BiLSTM Model Evaluation

Figure 22: BERT-BiLSTM Model Evaluation

Figure 23: BERT-BiLSTM Model Evaluation
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