
 
 

 
 
 
 
 
 
 
 
 
 

 

Configuration Manual 
 
 
 
 

 

MSc Research Project 
 

Data Analytics 
 
 

 

Karan Kohli 
 

Student ID: x21179212 
 
 
 

School of Computing 
 

National College of Ireland 
 
 
 
 
 
 
 
 
 
 
 

Supervisor: Abdul Shahid 



 

 
National College of Ireland 

 
MSc Project Submission Sheet 

 

School of Computing 
 
Student Name: 

 
…Karan Kohli…………………….…………………………………………………………………… 

 
Student ID: 

 
…x21179212……………………………………………………………………………………..…… 

 
Programme: 

 
…Data Analytics…………………………………………… 

 
Year: 

 
……2023………….. 

 
Module: 

 
…MSc Research Project…..…………………………………………………………….……… 

 
Lecturer: 

 
…Abdul Shahid……………………………………………………………………………….……… 

Submission 
Due Date: 

 
…14-08-2023………………………………………………………………………………….……… 

 

Project Title: 

 
…Neural Network-Based Detection of Disengagement in Virtual Environment…...……… 

Word Count: 

 
…639……………………………… Page Count: …12………………………….…….……… 

 
I hereby certify that the information contained in this (my submission) is information 
pertaining to research I conducted for this project.  All information other than my own 
contribution will be fully referenced and listed in the relevant bibliography section at the 
rear of the project. 
ALL internet material must be referenced in the bibliography section.  Students are 
required to use the Referencing Standard specified in the report template.  To use other 
author's written or electronic work is illegal (plagiarism) and may result in disciplinary 
action. 
 

Signature: 

 

…Karan Kohli………………………………………………………………………………… 
 
Date: 

 
…14th August 2023…….………………………………………………………………… 

 
 
PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 
 

Attach a completed copy of this sheet to each project (including multiple 
copies) 

□ 

Attach a Moodle submission receipt of the online project 
submission, to each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, both 
for your own reference and in case a project is lost or mislaid.  It is not 
sufficient to keep a copy on computer.   

□ 

 
 
Assignments that are submitted to the Programme Coordinator Office must be placed 
into the assignment box located outside the office. 
 

Office Use Only 

Signature:  

Date:  

Penalty Applied (if applicable):  



1 
 

 

 
 

Configuration Manual 
 

Karan Kohli 

Student ID: x21179212 

 
 
 

1 Introduction 
 

This document contains the configuration manual used to develop the architecture of 

detecting student disengagement in virtual environment. Additionally, in the implementation 

section, the document has discussed the phases of code. 

 

2 System Configuration 
 

In the below sections, the work has discussed the hardware configuration and software setup 

which is used to develop the entire detection architecture. 

2.1 System Configuration 

For the development, the work has used Dell Inspiron 15 7570. The configuration of the system is: Operating 
system- Microsoft Window 10 Home Single Language, Processor- Intel Core i5, Ram- 16GB, GPU- Nvidia 
GeForce 940MX, SSD- 1 TB. Please refer the Figure 1 for more information. 
 

 
Figure 1: System Configuration 
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Due to less computational resources, the scripting of code made in the Google colab. 

 

2.2 Software Configuration  

The entire development was made on Google colab and the configuration manual as below: 

 Google Colab- It is used as the primary GUI for creating proposed model architecture. 

 Python- Python 3.8 version is used as a programming language. 

 Libraries: Libraries used for the development are numpy, pandas, scikit-plot, 

matplotlib,scikit-learn, tensorflow, and seaboarn. 

 

 

3 Implementation 

3.1 Data Source 

The dataset is available on Kaggle website. This is a publicly available dataset which was 

introduced by Kaggle for a competition held in 2013. 

 

 
Figure 2: FER-2013 dataset 

3.2 Importing required libraries 
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3.3 Mapping of emotion labels to corresponding text label 

 
 

 
 

3.4 Relevant Data selection 

 

 
 

3.5 Preprocessing Images and Labels 
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3.6 Data Splitting 

 

 
 

3.7 Data Normalization 

 

 
 

3.8 Import Metrics for Evaluation 
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4 Model and Layers Deployment 
 

4.1 Model building and Adding Layers 

 

 
 

 

4.2 Adding Max Pooling and Dropout Layers 
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4.3 Additing Additional Layer with Softmax activation 

 

4.4 Define Early Stopping and Learning Rate  

 

 
 

4.5 Data Augmentation Steps Followed 
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4.6 Setting Up batch Size, Number of Epochs, and Optimizers 

 

 
 

4.7 Compiling and Fiting Model 

 
 

4.8 Save the Trained Model to a File for Deployment Use 
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4.9 Fuctions used to Plot Training and Validate Metrics 

 
 

5 Results 
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5.1 Calculate and Visualize Confusion Matrix 

 

 
 

5.2 Confusin Matrix 
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6 Visualization of Random Sad and Neutral Images with 

Predictions 

 
 

6.1 Result and Challenged Faced Visual Discription 
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6.2 Model Architecture 
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6.3 Webcam-based Engagement Detection System 

 

 
 

 

6.4 Webcam-based Engagement Detection System Result in Multi-Class 

Classification 
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