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Configuration Manual: Enhancing Machine Learning
Performance using Feature Engineering Techniques for

Online Course Recommendation System

Srivatsav Kattukottai Mani
x18145922

1 Introduction

This Configuration Manual lists together all prerequisites needed to reproduce the re-
search project ”Enhancing Machine Learning Performance using Feature Engineering
Techniques for Online Course Recommendation System”.
This report is organized as follows,

• Environment configuration provided in Section 2.

• Information about data gathering is detailed in Section 3.

• Data pre-processing including EDA are included in Section 4.

• Data transforming techniques implemented are detailed in Section 5.

• Details about ML models that were implemented are provided in Section 6.

• Evaluation is explained in Section 7.

2 Environment Specification

Both the Hardware and Software configurations are detailed below.

2.1 Hardware Configuration

Hardware configurations of the system are as below Figure 1

Figure 1: Hardware configuration
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2.2 Software Configuration

Software configurations of the system are as below Figure 2 Anaconda Navigator shown in
Figure 3 can be downloaded and installed from https://www.anaconda.com/download.
Python for windows can be downloaded and installed from https://www.python.org/

downloads/windows/. For visualization, MS Excel is used.

Figure 2: Software configuration

Figure 3: Anaconda Navigator

The code can be run in Jupyter notebook. This will open Jupyter notebook in web
browser. The web browser will show the folder structure of the system, move to the folder
where the code file and dataset is located. Open the code file from the folder and to run
the code, go to Kernel menu and click Restart and Run All.

3 Data Collection

The dataset is taken from Kaggle which is a public repository as shown in Figure 4. Url of
the dataset used in this research: https://www.kaggle.com/datasets/khusheekapoor/
udacity-courses-dataset-2021. The dataset has details about online courses available
in Udacity during 2021.
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Figure 4: Udacity dataset form Kaggle

4 Data Exploration

Figure 5 includes a list of every Python library necessary to complete the project.

Figure 5: Importing necessary Python Libraries
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Figure 6 and 7 represents the block of code to import and read the data information.

Figure 6: Importing Udacity dataset

Figure 7: EDA for checking Udacity info
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4.1 Data cleaning

Udacity dataset is assigned to variable ‘data’ and Figure 8 and 9 shows the cleaning steps
are performed to renaming the feature column from School to University and removing
null values.

Figure 8: Renaming Column School to University
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Figure 9: Checking and dropping null values

5 Data Transformation

Figure 10 and 11 are functions to remove stopwords, clear the punctuations and de-
contract the words from the course details.
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Figure 10: functions to remove stopwords and punctuations

Figure 11: functions to de-contract the words

Figure 12 illustrate the code to clean the course details, each word, de-contracted and
cleaned. Figure 13 shows the course data before and after cleaning.

7



Figure 12: Cleaning the course details

Figure 13: Cleaned and Uncleaned Course details

Then, the cleaned course column is assigned to X and University is assigned to Y variables.
Figures 14 shows the code used to label encode the University column and dividing the
data into training and testing set. Here, 80:20 split ratio is used.
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Figure 14: Label Encoding and assigning train test split

The Figure 15, illustrate the code to generate the function sent to words to split the
cleaned course data sentences to words on both X train and X test splits.

Figure 15: Splitting sentences to words using sent to words

The Figure 16, illustrate the implementation of the lemmatizer function to lemmatize the
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course details on both train and test splits.

Figure 16: Lemmatization

The Figure 17, illustrate the code for TFIDF vectorizer of the lemmatized training and
testing data . Vectorizer creates an array for numbers for each word in the course data
which can be fed into ML models.

Figure 17: TF-IDF Vectorizer
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6 ML models implemented

Here, 3 ML models as shown below are implemented on both raw and transformed course
feaures and comparative study is done on the performance to prove the importance of
feature engineering.

6.1 SVM on Transformed Course feature

Implementing SVM model on transformed course feature as shown in Figure 18

Figure 18: SVM model on Transformed Course feature

6.2 KNN on Transformed Course feature

Implementing KNN model on transformed course feature as shown in Figure 19

Figure 19: KNN model on Transformed Course feature
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6.3 AdaBoost on Transformed Course feature

Implementing AdaBoost model on transformed course feature as shown in Figure 20

Figure 20: AdaBoost model on Transformed Course feature

Assigning the uncleaned feature ‘Course’ to X and re-run the ML models as shown in
Figure 21

Figure 21: Assign ‘Course’ to X variable

6.4 SVM on Raw Course feature

Implementing SVM model on raw course feature as shown in Figure 22

Figure 22: SVM model on Raw Course feature
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6.5 KNN on Raw Course feature

Implementing KNN model on raw course feature as shown in Figure 23

Figure 23: KNN model on Raw Course feature

6.6 AdaBoost on Raw Course feature

Implementing AdaBoost model on raw course feature as shown in Figure 24

Figure 24: AdaBoost model on Raw Course feature
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7 Evaluation

7.1 Comparative results of ML models on Raw course data

Comparison of ML performance on raw course feature as shown in Figure 25

Figure 25: Model performance on Raw course data

7.2 Comparative results of ML models on Transformed course
data

Comparison of ML performance on transformed course feature as shown in Figure 26

Figure 26: Model performance on Transformed course data
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7.3 Visualization of Results

Finally, MS Excel is used to plot the below visualizations of results.
Comparison of Accuracy values for ML models as shown in Figure 27

Figure 27: Accuracy

Comparison of Precision values for ML models as shown in Figure 28

Figure 28: Precision
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Comparison of F1-score values for ML models as shown in Figure 29

Figure 29: F1-score

Comparison of Recall score values for ML models as shown in Figure 30

Figure 30: Recall score
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