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Emotion Sensitive Music Broadcasting by Analysing
Facial Expressions using Machine Learning

Christy Lyona Joseph Vijayan
x21202583

1 Introduction

This config manual contains all of the information needed to obtain the output. This
manual includes the layout of the requirements for replicating my thesis. This document
acts as a connection bridging the final output and the thesis. Introduces the dataset and
pre-processing of the dataset to be used, in my case the FER 2013 dataset provided by
google. This manual also gives a brief introduction to the roadmap of this project, the
methodology used and the end goal of my Auto Playlist Generator.

2 Requirements and Design of the CNN Model

This section introduces the dataset and pre-processing of the dataset to be used, in
my case the FER 2013 dataset provided by google. This Chapter also gives a brief
introduction to the roadmap of this project, the methodology used and the end goal of
my Auto Playlist Generator.

This section is sub divided in 3 major parts:

1. Data Preparation.

2. Classification.

3. Key Aspects.

2.1 Data Preparation.

Here the steps of selecting the dataset, preparing the dataset for our particular observation
and observing how the dataset is panned out and its various features will be addressed.
This section is just an introduction to the Deep Learning CNN network creation.

2.1.1 Data Gathering: FER 2013.

The Dataset selected for the CNN model is the famous FER 2013 dataset. It is an open
source licensed dataset freely available on Kaggle. This dataset has images of 48x48 pixels
grayscale each. Each Directory has 7 other Directories of 7 different emotions namely
Angry, Disgust, Fear, Happy, Neutral, Sad and Surprised.
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2.1.2 Data Pre-Processing.

We use the Keras Pre-Processing library to accomplish this, we read the images from the
training dataset with respect to their emotion. Using the load img command provided
by Keras Preprocessing we load these images and display them using another common
package namely Math Plot. (Fig. 1).

Figure 1: Using Keras Load Image to read the Dataset.

On Execution on the above code (Fig. 1) 7 different plots each of size 4x4 pixels and
consisting of 9 first images present of each individual directories are displayed and can
be observed below in Fig. 2.

Figure 2: Happy

For this project as we plan on using VGG16 modified we now convert all images to
an input size of 48 pixels as the input of VGG16 is 48.
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2.2 Classification.

We select a batch size of 16 and take the test and train set as a set of grayscale images
of size 48 through ImageDataGenerator function provided by Keras again. This can be
seen in Fig. 3

Figure 3: Creating Train And Test sets.

The image in Fig. 5 is the layers inserted by running the code block in Fig. 4. The
last layer has a shape of 7 that refers to our emotion classes of 7 different emotions ie.
Angry, Disgust, Happy, Fear, Sad, Surprised and Neutral.

Figure 4: Model Creation.

Now that the final layer has the right output classes we go ahead and fit this model
to the training dataset. Thanks to Keras again we have libraries available to monitor the
Episodes(aka. Epocs) and callbacks to attain and early stop if a sufficient accuracy or
validation accuracy is reached.

2.3 Key Aspects.

Some Key Aspects of this Modelling plan can be mentioned as:
Training takes around 5 hours for just 10 epocs, the maximum of 13 epocs were

reached which took 7 hours and 17 minutes. To avoid retraining of the entire model, the
weights are stored in an h5 file that can be used to predict the output without training
the entire model again as shown in Fig. 6

An Accuracy after 13 epocs was concluded at 72% and early stop was triggered as the
Model was entering Over-fitting due to an increase in the Validation Loss.
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Figure 5: Summary of the Layers inserted.

Figure 6: Saving the weights of the best trained Epocs.

Figure 7: Accuracy of Face Recognition Model.
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The Accuracy and Loss are plotted using Mat-Plot library to visualize the loss and
accuracy of the model and gain a fair understanding of how accurately the model will
perform as shown in Fig. 7, 8

Figure 8: Comparison of Training and Validation Loss and Accuracy.

Detection of all emotions are done in real time and all the 7 emotions are correctly
and accurately detected and the output is generated.

All these outputs are recorded per second and a counter function is set up to record
the emotions and return the Two most prominent emotions. This can be seen in 9. The
numbers represent the number of seconds the user displayed his/her emotion. For testing
and evaluation purpose, i have tried to display all 7 emotions and 9 shows how long i
held that emotion.

Figure 9: Emotions in an Array with Prominent two Emotions Detected.

The end of the CNN and this section occurs when the two Prominent emotions are
retrieved and this data is ready to be now fed as input to the RNN model where using a
dataset we shall predict the songs that would help improve the users experience.
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3 Requirements and Design of the RNN Model

3.1 Understanding the Design.

The Music Mood Dataset is a open dataset available at Kaggle provided by Spotify. The
columns present in this dataset are a total of 19 in number however not all are useful
for our purpose. The entire dataset is shown in Fig. 10. The reason for dropping few
columns and retaining the rest will also be discussed in Data Preparation.

Figure 10: Raw Dataset.

There are two datasets and two different neural networks at play here. First a simple
CNN that takes the live feed of the individual and gets the top two emotions of that
individual. Second the Simple RNN that predicts the Mood of a song. Using both
the Networks outputs we call a Recommend Song() function that with the use of the
emotions of the individual and mood of the song provides the top 5 Popular songs to
uplift or improve the individuals mood.

3.2 Introduction to SoundCloud.

Before we enter the technicality of creation of the RNN Network, let us understand what
is SoundCloud and why I have chosen Sound Cloud as our Music player and not created
a Default Music Player.

3.2.1 Creating the SoundCloud Music Player.

The SoundCloud web-application can easily be called by using the web-driver provided
by Selenium and taking control of Google Chrome. It is an automated driver that allows
us to pass API requests and get data and post data onto any website of our choosing.

First we need to set up Chrome. For this the location of the chrome driver is needed
and a get request is called to get the website we need to visit, for our purpose its the
home page of SoundCloud. The track URL in fig.11 is the query we will append the name
of the song we wish to play and pass once SoundCloud is up and running.
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Figure 11: Setup for Google Chrome.

The function Play Songs takes in two parameters songs and click, Click is the counter
that facilitates the On Click Mouse operation in the code. The songs is a list of songs
predicted, this is the inputs to the query to call in the songs from SoundCloud.

The Play Songs function also provide the user with a continuous loop in which the
user can easily switch from the current song to the next song by pressing the key 1. This
is just an resemblance key for testing purpose and can be replaced by the next button on
the device. Fig. 12 also sets the Click to 1 as after the first run there are no cookie and
permission requests to accept hence allowing us to only change between tabs and play
music using the mouse click which is also automated.

With this we come to our final function namely the get songs function that gets the
name of the songs, passes the argument and switches between tabs using the keyboard
shortcuts and clicks the play button on the webpage to play the song track. This can be
visualised in Fig 13

3.3 Creating the Music Recommender using RNN.

Our Target Variable to classify will be the mood of each song, this will be carried out by
considering the inputs or the features of each song. Weights will be assigned depending
on the values of each feature and the prediction will be made.

To understand the modelling, prediction and working of the entire RNN network let
us begin from the dataset and getting a deeper understanding of it.

3.3.1 Data Preparation.

With a total of 672 different artists, for the entire year of 2020 the Music Mood dataset
also gives a numerical representation of the individual songs Popularity, length, dance-
ability, loudness, energy, acoustics, instrumental, liveliness, valence, speech, temp and
key. These are all used to predict the next column entry that being the ”mood” of the
song. To understand the selection process of each column a brief understanding of each
column is needed and that is listed below.

This can be done by referring to the code snippet in Fig 14

• Target Variable.

1. Mood: This is our target variable column that is mainly categorical and are
in 4 categories namely: ’Happy’,’Sad’,’Energetic’ and ’Calm’. Our goal is to
predict the mood depending purely on the attributes of the song. These can
be seen in Fig( 15)
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Figure 12: Play Songs Function

8



Figure 13: Get Songs Function.
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Figure 14: Input Columns with ID variable.

With this detailed understanding of the columns taken into consideration and the
columns dropped, we now move on to a much deeper understanding of how the rows are
mapped. As we have not used the names of the song again due to one-hot encoding issue
as our prediction is of a regression-classifier, we have no logical connection between the
song attributes and names. Hence, to solve this i introduce an id variable that creates
a simple id count for each row. This can help us map the name of the predicted row to
the attributes of the predicted row and the target variable being the mood of the song.
The code snippet in Fig 14 gives you the clear understanding of how this is accomplished
and Fig 15 shows you the Target variable to be predicted and its unique values or unique
classes.

Figure 15: Output or Target Column.

3.3.2 Modelling.

I will be using multiple regression models over this dataset and judge their performance
by the accuracy of each of the models. A few minute basic steps of Outlier detection and
Removal of Duplicate or N/A values are skipped as this dataset has no such irregularities.
We will be including 4 models here, namely

1. Gaussian Naive Bayes.
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2. Logistic Regression.

3. SVC or as commonly known Support Vector Classifier.

4. Decision Tree Classifier.

Figure 16: Models used.

Amongst these Gaussian Naive Bayes surprisingly out-performs each and every other
model. For designing the model, i have created 2 empty lists for accuracy, one that holds
all the accuracy values for the current model under test and feeds the average of the
accuracy after 100 Monte-Carlo runs into the next list that holds the average of each and
every other model after the 100 Monte-Carlo runs.(refer fig( 17)

Figure 17: Monte-Carlo Runs with Variable Data Split Size.

train test split is called: This splits the input and output dataframe under considera-
tion randomly. As i have mentioned the split to be at 0.5, it means 50% of the dataframe
will be considered for Training and the other 50% is considered for test purpose. How-
ever, this split will be completely random and different for all 100 Monet-Carlo runs.
Hence, not just ensuring the best accuracy for a Dataframe split differently but also with
different dimensions and picking up the best split with the best model. This is found to
be Gaussian Naive Bayes for a split of 0.2 (refer fig( 18)
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Figure 18: Accuracy according to Models and Different Test Train Split.

4 Implementation and Model Integration

4.1 Integration: Facial Recognition and Music Recommender.

In this chapter we will be connecting the building block together. On one side we have the
Facial Emotion Recognition by CNN and on the other we have the Song Mood Prediction.

4.1.1 AOutput of the CNN.

Figure 19: Facial Recognition.

We will first indulge in the Facial Recognitions CNN model. The fig 19 gives us the
overview of what we have already covered in section 4. Just for test purposes, I have
facilitated a key press button key ’q’ from the keyboard such that once the button is
pressed the webcam is turned off and the emotion is predicted.

This function we mentioned above can be seen in fig. 20. The first line of this code
takes in the number of emotions detected in the span of time the webcam was on and
turns the respective value into a dictionary with the key as the names of the emotions
and the value as the times it was encountered.

This would generate the output for the CNN a simple list of just two entries namely
a Primary and Secondary Emotion.

4.1.2 Output of the RNN.

As you have read in above section already about the RNN Song Prediction or Song
Recommendation in detail, the fig 21 gives us the Flowchart of how it works in a superficial
sense. The dataset from Spotify namely the Music Mood Dataset, the emotion list from
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Figure 20: Function to get the top two emotions.

Figure 21: Song Prediction.
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the facial emotion recognition CNN model and the characteristics of the songs taken in
as features from the music mood dataset are used to predicts a list of 10 top popular
songs that are suitable for this emotion.

4.1.3 Generating the Song List.

The Song List is now generated by 2 emotions detected by the CNN network. The
Fig 22 gives the method it can be done. The CNN model has a prediction of 7 emotions;
Happy, Sad, Neutral, Fear, Disgust, Surprised and Angry, and the Music Mood generates
4 different moods; Calm, Energetic, Sad and Happy.

Figure 22: Function to bridge the CNN and RNN.

4.2 Creating the Runner to facilitate execution.

The runner is a piece of code that executes all the different functions and pieces of code
together. Fig 23 shows the entire runner code.

Figure 23: Runner Code.
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1. First the Face-Emotion needs to detected, in order to do this we save all the detected
emotion in the variable named detected emotion and send this variable to get the
top two emotions by calling the avr emotion and saving this list of two prominent
emotions into the emo variable.

2. Next we extract the Primary and Secondary emotion by calling the top2emo func-
tion and just for testing purpose we shall retain this and print the top two prominent
emotions.

3. Once this is completed we can now recommend the songs. For this we will pass in
the Primary emotion(maxemo) and Secondary emotion(max2emo). This statement
will give a list of top 10 songs and again for testing purpose we shall print the list
of songs recommended.

4. Finally with the song list we have we shall now call the Play Songs function which
will open SoundCloud and pass each song as an argument, play it and if the user
wants to go to the next song, it will skip the current song and play the next as well.
All completely automated with tab changes and mouse clicks.

4.3 Results.

The results for a complete execution is shows in the figure below. Fig 4.3 shows a
snapshot of the emotion captured of the user, this once processed gives an intermediate
result. After a couple of seconds the SoundCloud application is invoked on Chrome and
the first song from the list is searched and played automatically. As this is commenced a
popup list in the terminal is processed where the user can enter 1 to skip the current song
or 0 to end the program. If the choice is 1 the window changes back to the SoundCloud
application and the next song from the list begins to play automatically.
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[][] [][]

[][] [][]

Figure 24: A set of four subfigures: fig:ResultFace describes the first subfigure;
fig:resultemo describes the second subfigure; fig:SoundCloudRes describes the third sub-
figure; fig:SoundSkip describes the last subfigure.

16


	Introduction
	Requirements and Design of the CNN Model
	Data Preparation.
	Data Gathering: FER 2013.
	Data Pre-Processing.

	Classification.
	Key Aspects.

	Requirements and Design of the RNN Model
	Understanding the Design.
	Introduction to SoundCloud.
	Creating the SoundCloud Music Player.

	Creating the Music Recommender using RNN.
	Data Preparation.
	Modelling.


	Implementation and Model Integration
	Integration: Facial Recognition and Music Recommender.
	AOutput of the CNN.
	Output of the RNN.
	Generating the Song List.

	Creating the Runner to facilitate execution.
	Results.


