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1 Introduction

The configeration manual provides a brief information about the hardware and software
requirements for this research. It will also talk about the step by step approach to
complete the research project successfully. The following manual is broken into different
section for the purpose of information.

2 System Requirement

2.1 Hardware Requirements

1. Model Name: MacBook Air 2020

2. Operating System: macOS Ventura 13.4

3. Processor: M1 chip

4. Memory: 8 GB RAM Storage

2.2 Software Requirements

Python language was used for programming. A 3.9.12 Python version was installed
from python official website1. A jupyter Notebook of 6.4.12 was installed by following
instruction from official website of jupyter.2. The ”jupyter notebook” command is written
in terminal to start the notebook as shown in figure 1

3 Importing Libraries

There are certain libraries that may be not be installed by default in order to install a
library, one needs to use ’pip’ command. For example if numpy needs to be installed
then the syntax would be ”!pip install numpy” in jupyter notebok. The figure 2 shows
the commands mentioned for importing libraries. Together, these libraries offer the func-
tionalities needed to effectively handle time series data.

1https://www.python.org/downloads/
2https://jupyter.org/install
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Figure 1: Terminal for Starting Jupyter Notebook

Figure 2: Importing libraries
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4 Dataset Exploration

The dataset was taken from Kaggle and it contains 52,416 rows and 9 columns 3. The
figure 3 shows the output for first five and last 5 rows of the dataset that was loaded in
jupyter notebook.

Figure 3: Importing Dataset

5 Exploratory Data Analysis

To understand the data in a better way Exploratory Data Analysis was carried. With
”df.info()” as shown in figure 4. In fig 4 it is observed that the datetime data type is in
object so it was converted into datetime object as show in figure 5.

Figure 4: Exploratory Data Analysis.

3https://www.kaggle.com/datasets/ashkanforootan/tetuan-city-power-consumption
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Figure 5: Datetime conversion

5.1 Time Series Modelling

The code in figure 6 shows plotting time series model using for loop as the dataset was
huge. Here, ’rows per subplot’ will determine how many data points will be plotted in
each subplot. The ’num subplots’ will calculate the total number of subplots needed
based on the length of the DataFrame (’df’) and the desired number of rows per subplot.
After that subplots were created using for loop with start and end index for selecting the
data points for plotting.

Figure 6: Time Series Modelling

5.2 Time Series Decomposition

The code in figure 7 shows the additive decomposition of the time series. The seasonality
frequency in the dataset is defined by the period variable. The value was set to 6 for the
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analysis. The ’seasonal decompose’ function was used to decompose the time series into
its components and the model was set to additive.

Figure 7: Additive time series decomposition for zone 1

5.3 Plot for temperature, Humidity and zone wise energy con-
sumption

The code in figure 8 is about grouping time series data by month and then plotting the
average temperature over each month. The ”resample(’M’)” function is used to group the
data by months (’M’ represents monthly frequency). Finally the mean value is taken for
resampled months. The figure 8 shows a line plot for temperature. The figure 9 creates
a line graph to visualize the average humidity over each month. The figure 10 creates a
line graph for zone wise energy consumption in different colours.
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Figure 8: Plotting of Temperature

Figure 9: Plotting of Humidity
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Figure 10: Plotting of Zone wise energy consumption

6 Assumption tests

The assumption tests that were performed were related to autocorrelations. The names
of various time series variables (such as power consumption for each zone, humidity, and
temperature) that are significant for the analysis are listed in the variables list. The
variables list includes the names of various time series variables that are relevant for the
analysis, such as power consumption for each zone, humidity, and temperature.

After that Augmented Dickey Fuller(ADF) test is performed. The figure 11 shows the
code and results of ADF test. The ’result[0]’ represents the calculated ADF statistic,
’result[1]’ provides the p-value associated with the test and ’result[4]’ gives critical values
at different significance levels.

The KPSS (Kwiatkowski-Phillips-Schmidt-Shin) test is used in the code segment to eval-
uate the stationarity of various time series variables. The figure 12 shows the results of
KPSS test. The ’kpss result[0]’ represents the calculated KPSS statistic, kpss result[1]
provides the p-value associated with the test, and kpss result[3] gives critical values at
different significance levels.

The program is aimed at generating a pair of visualizations, namely the AutoCorrel-
ation Function (ACF) visualization and the Partial AutoCorrelation Function (PACF)
visualization, with the purpose of evaluating the autocorrelation present in a temporal
sequence. The figure 13 shows the results of ACF and PACF graphs.
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Figure 11: ADF test
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Figure 12: ADF test
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Figure 13: ACF and PACF graphs

7 Initialising variables for SARIMAX

The code in figure 15 shows order and seasonal order components required for time
series analysis for SARIMAX. SARIMAX is a time series forecasting model that includes
seasonality to the basic ARIMA model.

Figure 14: Order and Seasonal orders

The code in figure 16 focuses on dividing a dataset into training and testing sets.

Figure 15: Order and Seasonal orders

8 SARIMAX Modelling and predictions

The code in figure 17 talks about the model building of SARIMAX time series.
The code in figure 18 involves forecasting using the fitted SARIMA model for Zone
1 power consumption, evaluating the forecasted values, and calculating Mean Squared
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Figure 16: Training and testing sets

Error (MSE) and Root Mean Squared Error (RMSE) metrics. ’forecast1’ contains fore-
casted results of time series, ’predicted zone1’ stores the predicted mean values for Zone
1 power consumption from the forecast, forecasted values holds the forecasted values ob-
tained from predicted zone1, actual values contains the actual power consumption values
from the last 12 observations in the test data. The ’mean squared error(actual values,
forecasted values)’ calculates the MSE between the actual and forecasted values and the
square root of MSE gives RMSE.

The similar code is also there for Zone 2 power consumption, Zone 3 power consump-
tion, Temperature and Humidity.
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Figure 17: SARIMAX Model Creation.
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Figure 18: SARIMAX Predictions
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