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Forecasting of Power plants consumption using
Machine Learning Techniques

Mohit Kaushal Jain
X21191514

Abstract

A vital task in ensuring the effective use of energy resources and maintaining
a steady power supply is to predict power plant consumption. The generation,
distribution, and overall grid stability of energy can all be impacted by changes in
power consumption. This study explores the use of machine learning algorithms
to forecast power plant consumption with the goal of offering insightful inform-
ation. This study creates a prediction model for energy consumption by using
SARIMAX Time Series Modelling. The dataset used for this study was the Tetuan
City power consumption dataset from Kaggle. To evaluate the performance of the
model RMSE(Root Mean Square Error) and MSE(Mean Square Error) were used.

1 Introduction

In order to power both our economy and society as a whole, it is essential that we have
access to a consistent and efficient energy supply. The energy industry continues to
play a crucial role in meeting these needs despite obstacles like the rising demand for
electricity. Power plant consumption forecasting is one strategy employed by this sector
and is thought to be extremely valuable when managing resources efficiently to prevent
scenarios involving unnecessary wastage.

1.1 Background

Forecasting power plant consumption involves predicting the energy usage of a power
plant or an entire energy system. For the energy sector, it is crucial to forecast power plant
consumption, and machine learning techniques have shown to have enormous potential in
this regard. The prediction is based on data and other relevant factors. It assists energy
companies in making decisions regarding resource management planning for capacity
expansions, in the future and optimizing energy production and distribution.

1.2 Importance

To make wise choices about their energy usage, energy companies must have a thorough
understanding of the trends and patterns of energy consumption. Companies are able
to reduce waste and effectively manage their resources with the help of information.
Additionally, some companies may need to comply with regulations related to energy
usage. Accurate power plant consumption forecasting can help these companies meet
their regulatory obligations and avoid fines.
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1.3 Research Question

The research question for this study is:

”What are the most significant factors contributing to differences in power consump-
tion across different neighborhoods?”

1.4 Objectives

The study aims to implement time series modelling. Exploring the ways to improve the
accuracy of predicting energy consumption. Performing assumption tests for the model
that was built. Lastly evaluating the results obtained after the analysis is done.

1.5 Report Structure

The Report contains the following sections: Section 2 will talk about the study done
by previous authors and based on literature review what novelty could be added in this
research project. The section 3 will talk about the approach of the machine learning
technique involved in this research with KDD Methodology. The section 4 will talk
about the hardware and software specification for conducting this research and why these
machine learning models are being used in this research. Section 5 will talk about the
models that will be implemented in the research. Section 6 will talk about the results
obtained in the research done. Lastly, the section 7 will talk about the suggestions, the
overall results obtained, the future scope and limitation of this research. 1

2 Related Work

This section will talk about the researchers who have worked in the energy consumption
prediction with referring the peer reviewed research papers till date.

2.1 Data-Driven Tools for Building Energy Consumption Pre-
diction.

The research done by Olu-Ajayi et al. (2023) for Data-Driven Tools for Building Energy
Consumption Prediction gives an emphasis on tools used for their study. The article
discusses the value of data-driven models in energy planning and conservation. The au-
thors evaluated the efficacy of data-driven tools by looking at 63 studies based on data
properties, energy type, and building type. The evaluation’s results show that Sup-
port Vector Machine (SVM) performed better in the majority of the review studies than
other data-driven tools. In more studies, Artificial Neural Networks (ANN) and Random
Forests (RF) outperformed statistical tools like Linear Regression (LR) and Autoregress-
ive Integrated Moving Average (ARIMA). The authors did reach the conclusion that no
data-driven tool is fundamentally better than others in all situations. Under various cir-
cumstances, the advantages and disadvantages of these tools frequently produce different
results. In light of this, the article offers a suggested framework for choosing which tools
to use by examining their benefits and drawbacks under various circumstances.

1https://www.iea.org/energy-system/electricity
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2.2 A machine-learning ensemble model for predicting energy
consumption in smart homes.

The research done by Priyadarshini et al. (2022) focused on forecasting energy consump-
tion in smart homes with the help of IoT. The suggested ensemble model’s evaluation
is assessed using multiple evaluation parameters, such as mean square error (MSE), R-
squared (R2), root mean square error (RMSE), and mean absolute error (MAE), Com-
pared to other baseline algorithms, including decision trees, random forests, extreme
gradient boosting, and k-nearest neighbor. The study reveals that the suggested model
outperforms all other baseline algorithms for various datasets, exhibiting an R2 of approx-
imately 0.99. The article leverages machine learning techniques to provide an exhaustive
analysis of energy usage in smart homes.

2.3 Robust building energy consumption forecasting using an
online learning approach with R ranger.

The research done by Moon et al. (2022) focused on a ranger approach to predict the
energy consumption of a building. The proposed model used online learning to forecast a
fast implementation of random forest in R. In the first phase, the researchers constructed
three STLF(Short-Term Load Forecasting ) models utilizing tree-based ensemble learn-
ing techniques. In the second phase, a ranger-based forecasting model was developed,
wherein a sliding window size of seven days was employed with the predicted values of the
STLF models acting as input variables along with external variables such as timestamp
and temperature. The study performed data preprocessing for input variable configura-
tion and utilized publicly available dataset for electricity consumption data of two office
buildings to create training and test sets. The authors then proceeded to demonstrate
the effectiveness of the suggested RABOLA model via comparative experiments.

2.4 Machine Learning-Based Ensemble Classifiers for Anomaly
Handling in Smart Home Energy Consumption Data.

The researchers Kasaraneni et al. (2022) proposed a ensemble based classifier approach
for handling anomalies in data on smart home energy consumption. The accuracy of
analysis conducted on data pertaining to smart home energy consumption is influenced
by data quality issues, specifically garbage data, outliers, redundant data, and missing
data. This study presents a comparison of single classifier and ensemble classifiers using a
variety of machine learning algorithms, including but not limited to random forest (RF),
support vector machine (SVM), decision tree (DT), naive bayes, K-nearest neighbour,
and neural networks.. The proposed methodology involves identifying and removing all
anomalies prior to imputing missing or removed data. To evaluate classifier performance,
metrics such as accuracy, precision, recall/sensitivity, specificity, and F1 score are em-
ployed. Results indicate that the ensemble classifier ”RF+SVM+DT” outperforms other
classifiers in terms of anomaly handling.
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2.5 Stacking Deep learning and Machine learning models for
short-term energy consumption forecasting.

The study proposed by A. et al. (2022) was related to short term forecasting of energy
consumption. The study combined the predictions of base models using Gradient Boost-
ing and Extreme Gradient Boosting (XG) in two different ensemble models. The proposed
models are evaluated using a common dataset comprising approximately 500,000 electri-
city consumption values collected over nine years at regular intervals. The experimental
validation reveals that the proposed ensemble model based on XGB is not only more
accurate but also demonstrates a training time reduction of approximately ten times
when compared to other models. The Root Mean Square Error (RMSE) was found to
have decreased by about 39%. The study highlights that a single model may not be
sufficient to address the linear and non-linear issues associated with predicting electricity
consumption. Ensemble models, which integrate the predictions of multiple base models,
can provide more precise and robust predictions.

2.6 Applying Machine Learning Methods for Power Plant Gen-
eration Time Series Forecasting.

The article entitled ”Applying Machine Learning Methods for Power Plant Generation
Time Series Forecasting” details a technique for predicting the generation of thermal
power plants utilizing machine learning approaches. The authors, Shishkov and Pronichev
(2022), initially constructed a model of the data using two recurrent neural network
architectures while also deriving features from electrical and date-time values for the
first stage. Subsequently, three-level ensembles of models founded on gradient boosting
and linear regression over decision trees were created in the second stage. The proposed
forecasting method for time series was assessed in the article utilizing quality metrics.
The results indicate that the recommended technique has a high probability of being
advantageous for resolving problems associated with time series forecasting.

2.7 Prediction of electricity generation from a combined cycle
power plant based on a stacking ensemble and its hyper-
parameter optimization with a grid-search method.

The present article by Qu et al. (2021) introduces a method for predicting the full-
load power generation of combined cycle power plants (CCPPs) through the utilization
of a stacking ensemble hyperparameter optimization approach. The article posits that
the precision of electricity planning and energy utilization relies heavily on the ability
to accurately predict power generation. To develop the prediction method, the study
utilized 9568 data items from a CCPP that had been operating at maximum capacity for
a period of six years. The results of the study demonstrated that the proposed approach
provides the power plant with a high degree of prediction accuracy, even under complex
environmental variables.
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2.8 A Stacking Multi-Learning Ensemble Model for Predicting
Near Real Time Energy Consumption Demand of Residen-
tial Buildings.

In the paper entitled ”A Stacking Multi-Learning Ensemble Model for Predicting Near
Real Time Energy Consumption Demand of Residential Buildings” by Ves et al. (2019),
implemented an energy consumption forecasting model for the purpose of predicting
energy demand at the level of residential buildings. This proposed model was a stacked
multi-learning ensemble model that combined Gradient Boosting Regression, Multi-Layer
Neural Networks, and Long Short Term Memory Networks, and it offered a means of
forecasting residential energy demands at both the individual and aggregate levels.

2.9 Comparison of Machine Learning Algorithms for the Power
Consumption Prediction : - Case Study of Tetouan city.

The article by Salam and Hibaoui (2018) presents a comparative analysis of diverse ma-
chine learning models employed for predicting the electricity consumption in Tetouan,
Morocco. The principal aim of this study was to determine the most optimal approach
for forecasting power consumption at ten-minute intervals. The authors utilized histor-
ical data from the Supervisory Control and Data Acquisition (SCADA) system between
the period of 2017-01-01 and 2017-12-31. The models used for the comparison included
Support Vector Machine for Regression (SVR) with Radial Basis Function Kernel, De-
cision Tree, Random Forest, and Feedforward Neural Network with Backpropagation
Algorithm. To achieve the most precise performance, the parameters associated with the
comparative models were optimized using the Grid-search method.

2.10 Short-Term Forecasting for Energy Consumption through
Stacking Heterogeneous Ensemble Learning Model.

The article proposed by Khairalla et al. (2018) titled ”Short-Term Forecasting for Energy
Consumption through Stacking Heterogeneous Ensemble Learning Model” introduced a
novel approach for enhancing the precision of short-term energy consumption forecasts.
The researchers combined support vector regression (SVR), backpropagation neural net-
work (BPNN), and linear regression (LR) learners in their stacking multi-learning en-
semble (SMLE) model to create a flexible ensemble framework. The model was tested
using data from the Global Oil Consumption (GOC) dataset, which is intended for pre-
dicting nonlinear time series. The research compares the suggested SMLE model to
several benchmark techniques and demonstrates its superior performance in terms of er-
ror rate, similarity, and directional accuracy. The proposed model is capable of producing
precise short-term predictions for energy consumption. Furthermore, the authors argue
that the ensemble model is a useful methodology for complex time series forecasting. The
study concludes by highlighting that the SMLE model was the best-performing model.

3 Methodology

The study is divided into a number of stages that are organised in accordance with the
Knowledge Discovery in Databases (KDD) process methodology. The reason for using
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KDD Methodology are that: the dataset is very large consisting of multiple variables, it
also involves in discovering useful and important insights about the data. The process
involves Data Selection, Data Preprocessing, Exploratory Data Analysis, Data Trans-
formation, Data Modelling, and Evaluation. The figure 1 shows the flow diagram of
KDD.

Figure 1: KDD Methodology.

3.1 Data Selection

This is the first and crucial step toward the KDD Approach and it is a process to identify
the important features from the dataset for doing the analysis. The dataset that was
selected for doing the analysis is ”Tetuan City power consumption” obtained from Kaggle
2. The dataset contains 52,416 rows and 9 columns. The dataset description is as follows:

1. DateTime: Date with time intervals of 10 minutes.

2. Temperature: Temperature in the city of Tetouan.

3. Humidity: Humidity in the city of Tetouan.

4. Wind Speed: Wind Speed in the city of Tetouan.

5. General Diffuse flows

6. diffuse flows

7. Zone 1 power consumption in the city of Tetouan

8. Zone 2 power consumption in the city of Tetouan

9. Zone 3 power consumption in the city of Tetouan

The figure 2 shows the csv version of the dataset.

2https://www.kaggle.com/datasets/ashkanforootan/tetuan-city-power-consumption
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Figure 2: Tetuan City power consumption dataset.

3.2 Data Preprocessing

The next step for this research project is preprocessing of the data. It involved checking
of null values in the dataset, it was found that the the dataset didn’t contain any null
values. The figure 3 shows the information of the dataset.

3.3 Exploratory Data Analysis (EDA)

The third step of this research is the exploratory data analysis of power consumption.
Exploratory Data Analysis is basically understand the trends, patterns and characterist-
ics of the dataset.

The graph plotting for temperature is shown in figure 4. For the temperature plot,
there was no seasonality observed from January 2017 to December 2017. The graph fol-
lows a slight decreasing trend from January 2017 to March 2017. The graph followed
a increasing trend from march 2017 to August 2017. The maximum temperature was
recorded for August 2017. From March 2017 to December 2017 a decreasing trend was
observed for temperature. The graph plotting for humidity is shown in figure 5. There
is a seasonality trend observed for this graph. The maximum humidity was observed in
May 2017 and the lowest humidity was observed in August 2017. The graph plotting
for Zone wise power consumption is shown in figure 6. It shows the monthly analysis of
power consumption where zone 1 had the peak value of consumption in the end of August
2017, zone 2 had the peak value of consumption in September 2017 and zone 3 had a
peak in the August 2017. EDA was applied to Zone 1 power consumption, zone 2 power
consumption, zone 3 power consumption, temperature and humidity because the graphs
were showing increasing or decreasing together but for wind speed, general diffuse flows
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Figure 3: Dataset Information

Figure 4: Plot for Temperature.

8



Figure 5: Plot for Humidity.

Figure 6: Plot for Power Consumption.
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and diffuse flows the there were no fixed pattern observed hence I considered performing
EDA on 5 variables in the tetuan power consumption dataset.

3.4 Data Transformation

In data mining, Data transformation is a systematic process of converting unprocessed
data into a structured form for ease of doing the analysis and modeling. Additive decom-
position was applied for the time series analysis of power consumption. It was done to
identify the trend, seasonality, and residuals from the original data. The figure 7 shows
the graph of the additive decomposition of time series.

Figure 7: Additive decomposition of time series.

3.5 Data Modelling

The graph in figure 8 shows the plot for time series analysis of energy consumption in
different zones. It was observed that zone 1 was having highest consumption of energy
compared to zone 2 and zone 3. While zone 2 was having higher consumption than zone
3.

3.6 Model Evaluation

• Augmented dickey fuller test: It is a test to verify if the time series plot is
stationary or not. For evaluating the stationarity a hypothesis test is performed.
For this research project the p-value obtained for this research was greater than the
significance value which means that the data is not stationary. The figure 9 below
shows the results for augmented dickey fuller test.

• Kwiatkowski Phillips Schmidt Shin(KPSS) test: It is also a test for station-
arity. If the p-value is greater than the significance value then the stationarity is
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Figure 8: Plot for Time Series Modelling.

Figure 9: Augmented Dickey Fuller Test.
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attained. For the results obtained for KPSS it showed that the time series is sta-
tionary. The figure 10 below shows the results for the Kwiatkowski Phillips Schmidt
Shin test3.

Figure 10: Kwiatkowski Phillips Schmidt Shin test.

• Autocorrelation test: This is also a test for analysing the stationarity in time
series.The following was the graph obtained for ACF and PACF as shown in figure
11. Autocorrelation test is a test for calculating the degree of similarity between
present and past values of lagged version of time intervals . Basically if the value
of autocorrelation value is +1 then there is positive correlation and if the value
of autocorrelation value is -1 then there is negative correlation. It is helpful in
identifying future values based on past values. If the value is 0 then there is negative
correlation.

Figure 11: ACF and PACF test.

3https://www.statsmodels.org/dev/examples/notebooks/generated/stationaritydetrendingadfkpss.html
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4 Design Specification

Seasonal Auto-Regressive Integrated Moving Average with eXogenous factors, or SAR-
IMAX, is a powerful time series modeling technique that is frequently used for both
forecasting and analyzing data that exhibit temporal patterns and possible relationships
with outside variables. SARIMAX, which incorporates seasonality and exogenous pre-
dictors, is an advance version of the ARIMA (Autoregressive Integrated Moving Average)
model. It contains the 2 components which non-seasonal and seasonal component. The
non seasonal components contain p,q,d. The seasonal components contain P,Q,D, s and
X.

5 Implementation

The programming was done using python programming language. For verifying the
working of the model assumption tests were done for time series analysis. Time series
analysis was implemented in this research project. The assumption tests that were carried
out were Augmented Dickey-Fuller Test, Kwiatkowski-Phillips-Schmidt-Shin Test and
Autocorrelation test.

6 Evaluation

The following are the evaluation metrics that were used when the project was done: Mean
Squared error(MSE) and Root Mean Squared Error(RMSE). The Mean Squared Error
(MSE) is a statistical metric that quantifies the level of error in models. It calculates
the mean of the squared differences between the predicted and observed values. In cases
where the model has no errors, the MSE will be zero. The Root Mean Square Error
(RMSE) is defined as the square root of the Mean Squared Error (MSE). RMSE is a
useful measure for evaluating the average error magnitude in the same unit as the orignal
data. RMSE and MSE are the accuracy metrics used for evaluating the model forecasting
that was implemented. The RMSE and MSE provides a details about how well the model
worked for forecasting by comparing the actual values and the predicted values. If lower
is the MSE and RMSE values the better is the performance of prediction model.

The formula for Mean Squared Error (MSE) is given by:

MSE =
1

n

n∑
i=1

(yi − ŷi)
2

where:

n = Number of observations

yi = Actual value for observation i

ŷi = Predicted value for observation i

The formula for Root Mean Square Error (RMSE) is given by:

RMSE =

√√√√ 1

n

n∑
i=1

(yi − ŷi)2
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where:

n = Number of observations

yi = Actual value for observation i

ŷi = Predicted value for observation i

6.1 Prediction of Energy Consumption in Zone 1

The figure 12 shows the predictions for energy consumption at zone 1. For this case the
predictions obtained for this region was a constant value.

Figure 12: Prediction of Energy Consumption in Zone 1.

6.2 Prediction of Energy Consumption in Zone 2

The figure 13 shows the predictions for energy consumption at zone 2. For this case the
prediction obtained for this region shows some amount of increasing trend end of July
2018.

6.3 Prediction of Energy Consumption in Zone 3

The figure 14 shows the predictions for energy consumption at zone 3. For this case it
shows a decreasing trend till end of July 2018.

6.4 Predction of temperature

The figure 15 shows the predictions for temperature. A gradual decreasing trend is
observed till the end of July 2018.

14



Figure 13: Prediction of Energy Consumption in Zone 2.

Figure 14: Prediction of Energy Consumption in Zone 3.
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Figure 15: Prediction of Temperature.

6.5 Prediction of Humidity

The figure 16 shows the predictions for Humidity. A seasonal trend of prediction was
obtained till the end of july 2018.

6.6 Discussion

In this section, the discussion related to The predictions were done for this research. The
table 1 shows the errors related to different measurements. The mean squared error and
root mean squared error obtained for zone 1 were 42747195.12 and 6957.96 respectively.
The mean squared error and root mean squared error obtained for zone 2 were 13005467.29
and 3606.30 respectively. The mean squared error and root mean squared error obtained
for zone 3 were 16661435.73 and 4081.84 respectively. The mean squared error and root
mean squared error obtained for temperature were 1.11 and 1.05 respectively. The mean
squared error and root mean squared error obtained for humidity were 23.17 and 4.81
respectively. The reason for getting these predictions are due to the dataset complexity.

Table 1: Mean Squared Error (MSE) and Root Mean Squared Error (RMSE) for Different
Zones, Temperature, and Humidity.

Measurement MSE RMSE
Zone 1 42747195.12 6957.96
Zone 2 13005467.29 3606.30
Zone 3 16661435.73 4081.84
Temperature 1.11 1.05
Humidity 23.17 4.81
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Figure 16: Prediction of Humidity.

7 Conclusion and Future Work

The research question has been achieved in this project which was identifying important
factors for the differences in power consumption. SARIMAX time series analysis was im-
plemented for this research project. The evaluation was done on the basis of RMSE(Root
Mean Squared error) and MSE(Mean Squared Error). The prediction were done for first
six months of 2018 using mean forecasting. Although satisfactory results for zone 2 and
zone 3 were obtained for prediction. Better predictions were obtained for temperature
and humidity.

The time series modelling could be improved by adding LSTM based approach to achieve
better accuracy and results for this model. The LSTM approach is suitable because of
the nature of the dataset, to identify the sequential patterns and large volume of data.
LSTM is an abbreviation for long short-term memory networks, is employed in the do-
main of Deep Learning. These networks are a type of recurrent neural networks (RNNs)
demonstrates their ability to acquire long-term dependencies, particularly in sequence
prediction problems. Before implementing the LSTM based Time series model, the data
must be normalized as a part of data transformation step of KDD. LSTM would be a
good approach for further research in the energy consumption forecasting. Although the
BiLSTM could be a good approach for the project but it would take more time for get-
ting the prediction results hence LSTM would be better to get results as fast as possible
for the complex dataset for this project. Normalization will help in scaling down the
data in the range of 0 and 1. Since there was a problem in analysing the prediction of
temperature and there was no seasonality observed for monthly analysis of temperature
it would be beneficial to do normalization for that dataframe. Another approach that
could be helpful in prediction of energy consumption would be Markov chain forecasting
Meng et al. (2022). In statistics, probability theory, and data analysis, Markov chain
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forecasting is a method for predicting future states of a system based on the present state
and the Markov property. According to the Markov property, a system’s future behaviour
depends only on its current state, not on the series of events that led to it.
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