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1 Introduction 
 

This manual illustrates how to execute and configure the implementation code for the current 

research project. This document provides specified details about the machine hardware as well 

as the programs to run. Following the below steps will enable the users to generate summaries 

of the research papers using the T5, BERT, GPT2, and BART models. 

 

2 System Specification 

2.1 Hardware Specification 

Following are the hardware specifications of the system that was used to develop the project: 

 

 Processor: Intel Core i7 – 9750H 

 RAM: 16GB 

 Storage: 500GB 

 Graphics Card: GTX 1650 4GB 

 Operating System: Windows 11  

2.2 Software Specification 

 The Google Colab Pro a web-based platform was used to train and evaluate the models and its 

specification was the following: 

 Processor: Intel Xeon 

Graphics Card: A100 40GB 

RAM: 80GB 

Storage: 160GB 

  

3 Software Tools 
 

Following are the software tools that were used to implement the project: 

3.1 Python 

Python programming language was used to develop the project. The main reason to choose 

Python was its useful libraries for visualization, dataset preparation, and deep learning models.  

Python was downloaded from the main website1. Figure 1 shows the download page of 

Python’s official website. 

                                                                 
 
1 https://www.python.org/downloads/ 
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Figure 1: Download page of Python’s official website 

3.2 Jupyter Notebook 

 

Jupyter Notebook was used as a compiler to run the code as it allows the users to implement 

all the code in one place and execute the codes in small parts like cells to allow the audience 

to check the output of each code with ease. Jupyter Notebook was downloaded from its official 

website2 and Figure 2 illustrates its download page. 

 

Figure 2: Download page of Jupyter Notebook’s official website 

4 Project Implementation 
 

Following are the Python packages which were installed using pip and used to implement the 

project: 

 NLTK 

 Pandas 

 Numpy 

 Matplotlib 

 Keras 

 Tensorflow 

 Transformers 

                                                                 
 
2 https://jupyter.org/ 
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 Datasets 

 Rouge-Score 

 Huggingface-Hub 

 

Figure 3: Necessary Libraries and Packages 

Pandas library was used to load and check the dataset as can be seen in Figure 4: 
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Figure 4: Loading and Checking the Dataset 

 

The dataset was preprocessed by converting the text into lowercase characters which can be 

seen in the following Figure 5: 
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Figure 5: Preprocessing of the Dataset 

After applying preprocessing, the preprocessed columns were saved while others were dropped 

and the dataset was saved in a CSV format which can be seen in the following Figure 6: 

 

 

Figure 6: Dropping the columns and saving the preprocessed dataset 

 

 

The preprocessed dataset was uploaded to the Huggingface website and later loaded into the 

Google Colab Platform which can be seen in the following Figure 7: 

 

Figure 7: Loading Preprocessed dataset from Huggingface 

 

4.1 Implementation of the T5 Model 

 

Some important variables like learning rate, number of epochs, and model version were 

declared in Figure 8. 
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Figure 8: Declaring Important Values 

In Figure 9 the google drive was mounted and some folders were created to save checkpoints 

and models: 

 

Figure 9: Mounting Google Drive and Creating folders 

 

 

 

 

Figure 10 shows the split of the dataset into train and test sets. 

 

Figure 10: Splitting Dataset 

In Figure 11 a suitable tokenizer was downloaded for the T5 model 
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Figure 11: Downloading Tokenizer 

In Figure 12 the prefix was declared to download the summarization capabilities of the T5 

model: 

 

Figure 12: Declaring the prefix for the model 

In Figure 13, a function was created to tokenize the dataset columns, and a map function was 

used to apply it. 

 

Figure 13: Applying Tokenization 

In Figure 14, seq2seq class was downloaded to cache the data: 

 

Figure 14: Cache the dataset 

 

 

 

 

In Figure 15, a seq2seq data collator was downloaded and applied to the dataset 
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Figure 15: Applying the data collator to the dataset 

 

In Figure 16, the T5 model was compiled and trained for 10 epochs: 

 

 

 

Figure 16: T5 model training 

 

Figure 17 shows the loss graph of the trained T5 model: 
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Figure 17: Loss graph of the trained T5 model 

 

Figure 18 shows the code for generating the summaries using the trained T5 model: 

 

 

Figure 18: Generating Summary 

 

 

 

 

 

 

 

 

 

 

Figure 19 shows the evaluation of the T5 model using ROUGE scores: 
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Figure 19: ROUGE scores of the T5 model 

Figure 20 shows the evaluation of the T5 model using the BLEU score 

 

Figure 20: BLEU score of the T5 model 

In Figure 21 the trained model is saved into Google Drive. 

 

Figure 21: Saving the model 

4.2 Implementation of the BERT Model 

 

The BERT model’s tokenization was implemented as same as was done for T5. Figure 22 

shows the variables declared for the BERT model, 

 

 

Figure 22: Values for the BERT model 

 

Figure 23 shows that the BERT model was trained for 50 epochs. 
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Figure 23: Training of the BERT model 

Figure 24 shows the loss graph of the BERT Model. 

 

Figure 24: Loss Graph of the BERT model 

 

 

 

 

 

 

Figure 25 shows the ROUGE scores of the trained BERT model. 
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Figure 25: ROUGE scores of the BERT model 

 

Figure 26 shows the BLEU score of the Trained BERT model. 

 

Figure 26: BLEU score of the BERT model 

 

4.3 Implementation of GPT2 Model 

In Figure 27 the pre-trained gpt2 model was declared  

 

Figure 27: Declaring GPT2 model 

Figure 28 shows that the GPT2 tokenizer was downloaded and Figure 29 shows that a 

function was created to tokenize the dataset and a map function was used to apply the 

tokenization. 

Figure 28: Downloading GPT2 tokenizer 
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Figure 29: Applying the tokenization to the dataset 

 

The data collatoring was applied as same as was done in the T5 model. Figure 30 shows the 

ROUGE scores of the GPT2 model. 

 

Figure 30: ROUGE scores of the GPT2 Model 

Figure 31 shows the BLEU score of the GPT2 model. 

 

Figure 31: BLEU score of the GPT2 Model 

 

 

 



14 
 

 

4.4 Implementation of the BART Model 

Figure 32 shows the implementation of the pre-trained BART model. 

 

Figure 32: Implementation of the BART model 

The data collatoring was implemented as same as done for the T5 model. Figure 33 shows the 

ROUGE scores of the BART model. 

 

Figure 33: ROUGE scores of the BART model 
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Figure 34 shows the BLEU score of the BART model.  

 

Figure 34: BLEU score of the BART model 

 
 


