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Automated Store Billing System Based on Deep
Learning (Image Detection and Computer Vision)

Vijaykumar Ghanti
x21237174

1 Inroduction

The aim of the document is to provide a stepwise approach to achieve the “Auto-
mated Store Billing System Based on Deep Learning (Image Detection and Computer
Vision)”. For customer satisfaction and retail profit efficient store billing systems are
crucial. However errors while pricing and inventory issues cost the the industry billions.
National retail federation said, due to errors in pricing retail got shrink and inventory
management costed to $61.7 billion in 2020 in the United States alone Federation (2020).
This research aims to create an Automated Store Billing System using deep learning,
image processing, and computer vision. Traditional manual processes are error-prone
and time-consuming, especially for products without barcodes. In this field, computer
vision has shown promise in addressing these limitations. Deep learning, a subset of AI,
is a powerful technology for image processing and computer vision tasks. Our research
employs both machine learning and deep learning models to analyze product images and
select the perfect algorithm which is performing best. Then provide a streamlined billing
process for retail customers and improve profitability.

2 Hardware and software requirements

2.1 Hardware

The Laptop with 11th Gen Intel® core™ with installed RAM of 16.0 GB and 64
bit operating system, x64-based processor is used to build the model as shown in Fig. 1.
And a camera or mobile camera of 108MP with EIS, 2MP Depth-Assist lens and 2MP
Macro Lens.

Figure 1: Laptop used with specifications
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2.2 Software

Software like Jupyter Notebook to run python code, python to build model, SQL
to create database and fetch respective data, and PostGreSQL to store data are given
with their respective versions as shown in Table 1 are used.

Table 1: Software Versions
Software Version
Jupyter Notebook 6.4.12
Python 3.10.7
PGAdmin or PostgreSQL 7.6

3 Evaluation

We have considered both deep learning and machine learning algorithms like CNN,
RCNN, ResNet, AlexNet and Naive Bayes, KNN, SVM, logistic regression to detect the
fruits accurately by processing their images. Let’s analyze the performance of each model
one by one.

3.1 Deep learning

3.2 CNN

From Fig. 2 to 4 incorporates the code written to build the CNN model using TensorFlow
and Keras to classify images of fruits into different categories. Necessary libraries like OS
for file operations, NumPy for numerical operations, Matplotlib for plotting, and scikit-
learn for machine learning utilities are imported. Some other libraries like Conv2D,
MaxPooling2D, Flatten, and Dense are imported for defining the architecture of the
neural network. Input path to the training data is set, number of classes and input shape
of the CNN model are specified. For data augmentation ImageDataGenerator is written.
Followed by two data generators are provided one for training and one for validation.
build cnn model() method is defined to build the model. The model consists of multiple
Convolutional and MaxPooling layers followed by Flatten, Dense, and Dropout layers to
prevent overfitting. By given 10 epochs model is trained and built. The trained model
history is stored in the history variable. Then confusion matrix, classification report, per
epoch accuracy, 10-fold validation result are generated as shown in following images.

2



Figure 2:

Figure 3:
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Figure 4:

Figure 5: CNN confusion matrix

Figure 6: CNN classification report
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Figure 7: per epoch accuracy

Figure 8: 10-fold cross validation
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3.2.1 ResNet

The code built begins by specifying the input path to a dataset of fruits and considering
the number of classes as 5, along with the input shape of (224, 224, 3) for image dimen-
sions. It uses the ImageDataGenerator to preprocess and augment the data, rescaling
pixel values to [0, 1], and splitting it into training and validation sets. The ResNet-50
model is employed as a base model for transfer learning, with its layers frozen to retain
pre-trained weights. A custom model is built on top of ResNet-50, consisting of global av-
erage pooling, dense layers, and softmax activation. The model is then compiled with the
Adam optimizer and categorical cross-entropy loss. Training is performed for 10 epochs
using the training and validation generators. Additionally, 10-fold cross-validation is ap-
plied to assess model performance, and the mean accuracy and standard deviation are
printed. Finally, the code includes a function to get true and predicted labels from the
generator and trains the model using the specified training function. From Fig. 9 to 15
represents the code and results of ResNet.

Figure 9: resnet code
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Figure 10: resnet code

Figure 11: resnet code
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Figure 12: resnet classification report

Figure 13: resnet per epoch accuracy
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Figure 14: resnet confusion matrix

Figure 15: resnet 10-fold cross validation
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3.2.2 R-CNN

The code built defines a machine-learning pipeline for training an image classification
model using the ResNet50 architecture on a dataset of fruits. The dataset located in a
specified directory is conisdered, and splitted into train and test subsets. Data augment-
ation is applied using the ImageDataGenerator, including rescaling and preprocessing to
maintain the common image size and all. The model is compiled with an Adam optimizer
with a learning rate of 0.001 and categorical cross-entropy loss. Training is conducted for
ten epochs with batch size 32. Additionally, functions to obtain true and predicted labels
from the generator and to train the model are defined. From Fig. 16 to 15 represents the
code and results of RCNN.

Figure 16: RCNN code

Figure 17: RCNN code
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Figure 18: RCNN code

Figure 19: RCNN classification report
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Figure 20: RCNN per epoch accuracy

Figure 21: RCNN confusion matrix

3.2.3 AlexNet

The AlexNet model built for image classification uses TensorFlow and Keras. The
data augmentation technique is implemented to address the dataset shortage issue and it
uses ReLU activation functions and dropout regularization to prevent overfitting. Then
images are loaded, resized to a consistent size (224x224), and normalized by dividing pixel
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values by 255.0 to ensure consistent input to the model. One hot encoding is used to label
the fruit classes and made them suitable for categorical classification. AlexNet architec-
ture built with multiple convolutional and pooling layers, followed by fully connected
layers. The model is compiled with the Adam optimizer and categorical cross-entropy
loss function, to make it suitable for multi-class classification tasks. The model is trained
for 10 epochs using a batch size of 32. Finally, the summary of the model performance
is evaluated by classification report, confusion matrix, 10 fold cross-validation and per
epoch accuracy as shown in below Figures from 20 to 24.

Figure 22: RCNN code

Figure 23: AlexNet code
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Figure 24: AlexNet code

Figure 25: AlexNet code
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Figure 26: AlexNet per epoch accuracy

Figure 27: AlexNet confusion matrix
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Figure 28: AlexNet 10 fold cross accuracy

3.3 Machine learning

The machine learning algorithms like SVM, Logistic regression, Naive Bayes and
KNN are considered for image processing and fruits classification. All algorithms on top
of the given dataset performed well, which can be confirmed by observing highest values
for precision, recall, and F1-score in Table 6. Hyperparameters considered for each of the
machine learning algorithms are as follows. Number of neighbours considered as default
is 5 in KNN, in case of logistic regression maximum number of iterations for solver to
converge is 1000 as default. Further in random forest number of decision trees in the
forest as default is 100 and in SVM the type of kernel used is linear and C = 1.0 as
regularization parameter. Apart from these, data augmentation and regularization with
10 pca components is considered to address overfitting issue. After build and execution
of these algorithms, it is found that confusion matrix with non zero values diagonally
indicates best performance of all algorithms as shown in Table 7. Algorithms like SVM,
Logistic regression and KNN have high mean accuracy from 51% to 100% while Naive
Bayes showed a lower cross validation score of 27.91shown in Table 8. For Naive Bayes,
the standard deviation is also high in comparison with other algorithms. This indicates
that the Naive Bayes shows more variability in performance. Further, it is observable
that SVM, Logistic Regression, and KNN achieve higher mean cross-validation scores and
lower standard deviation in comparison with Naive Bayes. By which it is clearly possible
to say that SVM, Logistic Regression, and KNN perform better on top of the considered
dataset than Naive Bayes. Below figures indicates code implemented for each machine
learning algorithms and their results.
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3.3.1 Naive Bayes

Figure 29: Naive bayes code
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Figure 30: Naive bayes code

Figure 31: Naive bayes code
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3.3.2 KNN

Figure 32: KNN code

Figure 33: KNN code
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Figure 34: KNN code

3.4 Logistic regression

Figure 35: Logistic regression code
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Figure 36: Logistic regression code

Figure 37: Logistic regression code
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Figure 38: Logistic regression code

3.5 SVM

Figure 39: SVM code
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Figure 40: SVM code
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Figure 41: SVM code

Fig. 42 indicates precision, recall, F1 score for Naive Bayes is around 95%, for KNN it
is 93%, logistic it is 98% and for SVM it is 100%. These accuracy marks shows machine
learning algorithms considered have best accuracy. Fig. 43 consists of comparison of
machine learning classification report. In which we can find diagonal value populated
indicates machine learning algorithms considered performing better. Further the Fig.
44 gives comparison of mean accuracy of all machine learnign algorithms considered in
which we can see that Naiver Bayes performed least with 27.91% and SVM as best with
100%.

Figure 42: Machine learning 10 fold cross validation
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Figure 43: machine learning classification

Figure 44: Machine learning confusion matrix

3.6 Algorithm selection

Though most of the deep learning and machine learning algorithms considered providing
best accuracy, actually failed in accurate detection of fruits. For example KNN model
built failed in Avocado fruit detection as shown in Fig. 45, Naive Bayes wrongly predicted
Avocado as Apricot as shown in figure 46. Whereas AlexNet outperformed all other
algorithms by accurately detecting fruits. For example AlexNet correctly detected fruit
Avocado as shown in Fig. 47. So, AlexNet is choosed as best deep learning algorithm for
fruit detection.

25



Figure 45: Wrong prediction by KNN
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Figure 46: Wrong prediction by Naive bayes
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Figure 47: Accurate prediction by AlexNet

3.7 Bill generation

A local database called PostgreSQL is considered and a table called fruit and price
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is created. Within which fruit and their respective prices are maintained as whown in
Fig. 48.

Figure 48: Fruit and price table

Once the fruit is detected by the AlexNet algorithm built by taking the image.
Then the respective price from the database as shown in Fig. 48 will be fetched by using
the code as shown in Fig. 49 and 50. Within which sql query is maintained to tech
respective price. Then by multiplying with their respective quantities total amount will
be found and bill is generated as shown in Fig. 51 without using internet and cloud
server.
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Figure 49: Fruit and price table

Figure 50: Bill generation code
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Figure 51: Bill generation code

Figure 52: Bill generated
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