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1. Introduction: 
  

This is the research project configuration manual for “Transfer Learning for 

Identification of   disaster tweets using fine-tuning DistilBert” This Configuration 

Manual compiles the necessary requirements for reproducing the research and their results in 

a particular scenario. A brief overview of the data source for data importation, exploratory data 

analysis (EDA), and data pre-processing is provided.  

 
2. System Requirements: 
 
This section goes into detail about the particular hardware and software requirements for 
using the research. 
 
2.1 Hardware Requirements: 
    
The system on which this research project is developed and carried out has the following    
hardware configuration: 
 

Operating System Windows 11 

Processor 11th Gen Intel(R) Core(TM) i3-1125G4 @ 
2.00GHz   2.00 GHz 

Storage 500 GB 

RAM 8.00 GB 
 
  
 2.2 Software Requirements: 
 
  To conduct the experiments, the following software is used: 
 

Integrated Development Environment Google Colab 
Scripting Language Python 

                           Cloud Storage Google Drive 
Modelling Library TensorFlow, Keras 

 
 
3. Environment Setup: 
 
3.1 Google Colaboratory: 



 
 

  
The first thing need to do is setting up the IDE. First visit the official website of Google 
Colaboratory  and configure. 
 
 
 

 
                                     

                                     Figure 1: Google Colab Setup  

 

 

4. Data Selection: 

 
The information came from a publicly accessible Kaggle source. 

https://www.kaggle.com/competitions/nlp-getting-started/data?select=train.csv is the dataset 

used. 

 

5. Data Exploration: 

   
   Figure 2 and Figure 3 shows the necessary libraries need to be installed to execute. 

 

 
                                   Figure 2 . Necessary Python libraries 

 

 

 
                                   Figure 3. Necessary Python libraries 

 

 

Figure 4 indicates that all the libraries and packages that are required for data visualization to 

data processing. 

 

https://www.kaggle.com/competitions/nlp-getting-started/data?select=train.csv


 
 

 
 

                                                     Figure  4 . Python Packages 

 

Figure 5 shows the code snippet that used to do the data visualization for the most common 

keywords. 

 

  

 
                                          Figure 5.Data Visualization for most common keywords. 

 

 

                Figure 6 is the barplot which shows the results for data visualization. 

 

 
 

                          Figure 6. Barplot for Most Common Keywords. 



 
 

   Now, in the data visualization word cloud is important. Figure 7 shows the code snippet for 

generating the word clouds. 

 

 
 

                         Figure 7. Word Cloud Code Snippet. 

 

Figure 8 and Figure 9 shows the visualization results obtained from above code. 

 

 

 
 

                        Figure 8 . Word Cloud for Disaster Tweets 

 

 
   Figure 9 . Word Cloud for Non-Disaster Tweets 



 
 

Now comes the text cleaning part. The unnecessary punctuations are removed from the data 

using text cleaing.Figure 10 shows the code snippet for the text cleaning part. 

 

 
                    Figure 10 Text Cleaning Code Snippet. 

 

 After the text cleaning, to visualize the length of text code snippet used is shown in the    

figure 11. Figure 11 also shows the plot for the length of the Keywords in the total data. 

 

 
                          Figure 11 .Code Snippet and Plot for Length of text   



 
 

6. Models: 
    

 In this section , the models applied in this research are shown.  

 

6.1 CNN + LSTM with Glove Embedding: 

 
The below figure shows the code snippet for the word embedding and tokenization done for 

the model in research CNN + LSTM with Glove Embedding. 

 

        

 
                            Figure 12. Embedding and Tokenization for CNN+LSTM 

 

 

Now, further in this research, the training data and testing data needs to be split.  

 

 Figure 13 below shows the code block used for the splitting of training data and testing data. 

 

 
 

                           Figure 13. Train and Test Data Split 



 
 

Now to build the sequential model, the code block shown in the figure 14 is used. Figure 14 

also shows the results for the sequential model. 

 

 

 
 

                                        Figure 14 . Code Snippet and Results for Sequential Model. 

 

 

6.2 Roberta:  
 

The next model in the research is Roberta.  The first part in this is importing the Pretrained 

model. Figure 15 shows the code snippet for the import of pretrained model. 

 

                       
                                         Figure 15. Pretrained Robert base 

 

 

Now comes the part of data split which is shown the below figure no 16 

  

 

 
                                    Figure 16 .Data Splitting. 

 

 

Now ,The figure 17 shows the encoding part of the Roberta, In this figure the results obtained 

are also captured. 

 



 
 

 
                              

 

                                  Figure 17. Encodings in Roberta. 

 

Now comes tha part of Roberta transformer model creation. Figure 18 shows the code block 

for the model creation. 

 

 
                         Figure 18 .Roberta transformer Model Creation. 



 
 

 
                            Figure 19. Roberta Model  

 

 

6.3 FineTune Distilbert Transformer: 

 
The next model in the research is Finetuned Distilbert transformer. It also starts with the same 

process like Roberta. Which is importing the pretrained models. 

 

 Figure 20 shows the code snippet for pretrained import. 

 

 
                               Figure 20. Pretrained Distilbert 

 

Now for the data spit, the code snippet used in the figure 21 is used.  

 

 

 
                                  Figure 21. Data Split  

 

After data splitting part, the model needs to do encoding. And code block in the Figure 22 

below shows the encoding and the results of it. 

 

 
                           Figure 22. Encoding Code Snippet and results. 



 
 

Now , to encode the training data. Figure no 23 shows the code snippet for the encoding the 

training data.  

 

 
                                        Figure 23 code snippet for training data encoding. 

Now for the modelling of the distilbert, the figure 24 shows the code block for it. 

 

 

 
  

                                                Figure 24. DistilBERT Model 

 

 

 

7. Model Evaluation: 
 

   7.1 CNN + LSTM with Glove Embedding: 

 



 
 

Figure 25 shows the classification report and sensitivity and specificity report for 

CNN+LSTM model. 

 

 
                                                    Figure 25 . Results for CNN+LSTM 

 

 

Similarly for Roberta Figure 26 shows the results and code snippet. 

 

 
 

                                  Figure 26 Results for Roberta. 

 

Now, for our last model, the figure 27 shows the results for FineTuned DistilBERT model. 

 



 
 

 
 

           Figure 27 Results for FineTuned distilbert.  

 

 

 

 

Conclusion: 

 
    This configuration manual covers all the required specifications and the approach step by 

step to rebuild this research work. 

 


