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Extraction of the Triggering Causes of a Query Event

Srijon Datta
21225265

1 Overview

The “Extraction of the Triggering Causes of a Query Event” research project document-
ation is available here. This document outlines the configuration set up and how to run
each module in detail.

2 Hardware & Software Specifications

2.1 Hardware Specification

All the modules of this thesis are run on a remote server whose specification is given as
below.

1. Worker Nodes:

• 12 x Dell R640 - 2 x Intel Xeon Gold 6252 2.1Ghz (24 Core) + 384GB RAM

• 20 x Dell R640 - 2 x Intel Xeon Gold 6152 2.1GHz (22 Core) + 384GB RAM

• 12 x Dell C6220 v2 - 2 x Intel E5-2660 v2 2.2 Ghz (10 Core) + 128GB RAM

2. New High-Memory node

• 1 x Dell R640 (36 cores: 1536GB RAM)

3. GPU Nodes

• 5 x Dell R740XD each with 2 Nvidia V100 (32GB) : 256GB RAM

• 2 X Dell R7525 with 2 Nvidia A100 (40GB) : 384GB RAM

2.2 Software Specification

The following software has been used to build the codes and to execute them properly
for this piece of research.

1. Integrated Development Environment (IDE):

• Apache NetBeans 12.6 (For JAVA modules)

• Pycharm Community Edition (For Python modules)

2. Scripting Languages:
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• JDK 1.8 and above

• Python 3.9

3. Cloud Storage:

• Google Drive

4. Other Tools:

• MS-Excel and Google Sheets (To draw the charts)

• MS-PowerPoint (To draw the model diagrams)

• Overleaf (To write the reports and configuration manual)

3 Environment Setup

A dedicated Virtual Environment was created for this work. just verify that the follow-
ing language packages are compatible with your virtual environment. Please check for
conflicts if you wish to use a higher or lower version of any of the following.

3.1 List of Packages

• JDK 1.8.0 or above

• lucene 5.3.1

Figure 1: JAVA Packages (for InteractionMatrix)

• conda 4.8.2

• python 3.7.9

• numpy 1.19.4

• keras 2.3.0

• tensorflow 2.2.0

• scikit-learn 0.23.2

Figure 2: Python Packages (for CNN Model)
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• nltk 3.5

• transformers 4.6.1

Figure 3: Python Packages (for BERT Model)

3.2 Steps to follow

• Step 1: Create a conda environment and activate it using the command -

conda activate <environment name>

• Step 2: Using the appropriate version of your pip, verify all the packages listed
above.

pip list

• Step 3: In case required packages are missing, install the right version in your
current conda environment using the following command-

conda install <package name>

Now, the other packages which has been used in the given code files, will be introduced
in the following sections.

4 Understanding the Whole Collection

4.1 Raw Collection

In this section, the raw Data-Collection1 has introduced. A detail data description has
already been discussed in the main report (please refer the subsection ‘Data Understand-
ing’ under the section of ‘Methodology’). This collection consists of crawling news stories
from ‘Telegraph India’ that were published from 2001 to 2010 over a ten-year span (see
figure 4).

4.2 Structure of the Query (or Topic) Doc. & Relevant Judge-
ment Doc (Ground Truth)

The dataset contains 25 plausible causal queries in total among which 20 randomly picked
queries have been used in training the models and the rest of 5 queries have been used
for testing purpose using 5-fold cross-validation i.e., the dataset’s 25 causal queries will
be split into five groups, and the model will go through five iterations of training and
testing (Figure 5a)

Building a document pool for manual relevance evaluation in causal retrieval is more
difficult than in conventional information retrieval (IR) for two key reasons. Since there

1to access the whole collection, please use this link https://drive.google.com/file/d/

1Mc0jLuXu9iccS41LIaGekSNc6WdEHzni/view?usp=sharing
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(a) Excerpts of the files (b) Structure of each document

Figure 4: Structures of the raw collection

(a) Query doc. (b) Relevance Judgement doc

Figure 5: Structures of the Query & Relevance Judgement

is no recognized paradigm for causal IR, unlike standard IR, it might be difficult to in-
corporate pertinent information. In order to effectively analyze causal links, assessors
also require prior knowledge of the event indicated in the inquiry. A multi-query for-
mulation exploratory technique was employed to overcome this. During investigation,
an interactive system assisted bookmark papers, highlighting those that could be rel-
evant for developing causal relationships. These bookmarked documents were gathered
into an evaluation pool together with the top 100 documents that were located using
conventional IR models (e.g., LM, BM25, RLM). To establish the document’s relevance,
assessors made binary decisions based on their existing knowledge and the findings of
their explorations (Figure 5b).

5 Data Pre-processing

5.1 Parsing the Raw Collection & Dumping in a File

• Step 1: In the very first step, the whole collection has been parsed using the
XML parser. The detailed process about the .xml parsing has been given in the
main report (please refer to the subsection ‘Data Preparation’ under the section
‘Methodology’).

• Step 2: Secondly, data cleaning has been performed. By data cleaning, we mean
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Figure 6: Making the Raw text collection

that all kinds of punctuation, special characters(i.e @, #, & etc.) and extra spaces
has been removed.

• Step 3: Finally, we stem the raw texts to extract the root words and these analyzed
texts are dumped in the file named ‘telegraph 01 11.dump’ (Figure 6)

5.2 Generating Vectors using Word2Vec

Next, all the raw texts that are dumped in the file ‘telegraph 01 11.dump’, we generate
the 300 dimensional vectors using ‘Word2vec’ class available in ‘gensim’ library of python.

Note that for generating the vectors at the user’s end, first save the whole data
collection in the same directory and run the ‘MakeTelegraphDump.java’ script. The
other option is to use the google drive link2 given in the ‘Description’ file to access the
vectors which are already uploaded for your convenience.

5.3 Indexing the Document using Lucene

Lucene is used to index the document files. Run ‘Indexer.java’ script to generate lucene
index at your end. To get the more information about Lucene, please refer to the main

2https://drive.google.com/file/d/1bxYEdQBFBY56GqARb_xEobfbVS1ZXaEZ/view?usp=sharing
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report file.

Figure 7: Required Packages for Lucene Indexing

Please note that the lucene index is available here3 if you want to use already indexed
files. Figure7 shows the code snippet of the lucene indexing including the list of required
packages.

5.4 Generating query-document interaction semantics

The next step is to generate query-document semantic similarities which we call in-
teraction matrices. This module is written in java using the lucene index produced
in the previous step. All the required libraries and codes are available in the folder
‘Data preprocessing → Interaction matrix generator’. Lucene libraries can be impor-
ted from the path ‘Data preprocessing → Interaction matrix generator → Interaction-
Matrix → lib’. For any given set of queries and collection index, run the bash script
‘Data preprocessing → Interaction matrix generator → InteractionMatrix → interac-
tion.sh’ to generate interaction matrices. A snippet of the bash script is given below
in Figure 8.

6 Modelling

6.1 CNN-based Model

All the artifacts of the CNN-based proposed model can be found in the directory, ‘CNN model’.
The code snippets of the required packages and CNN modelling are shown in Figure 9

3https://drive.google.com/file/d/1bxYEdQBFBY56GqARb_xEobfbVS1ZXaEZ/view?usp=sharing
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Figure 8: Bsash script for generating interaction matrices.

and 10, respectively.

6.2 BERT-based Model

Similar to the CNNmodel, we provide all the necessary artifacts in the directory, ‘BERT model’.
The code excerpts of the required packages and BERT model are shown in the following
figures 11 and 12, respectively.
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Figure 9: Required packages and input snippet.
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Figure 10: Code snippet of the CNN model.
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Figure 11: Required packages and input snippet of BERT model.

10



Figure 12: Code snippet of the BERT model.
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