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1 Introduction

Deep learning algorithms play a critical part in the approach used to diagnose diabetic
retinopathy in retinal pictures. On retinal fundus pictures, several configurations, such
as supervised and self-supervised models, as well as the unique Vision Transformer, were
carefully evaluated. This study’s system requirements centered on the capacity to handle
and analyze high-resolution pictures, providing accurate and rapid model training. These
requirements highlight the need of strong processing power, adequate storage, and spe-
cialized software libraries for properly deploying and evaluating the suggested models.

2 System Requirements

Component Specification
RAM 16GB
GPU 4GB NVIDIA
Processor Core i5, Windows
Platform Jupyter Notebook and Google Colab

Table 1: System Requirements

3 Modeling and Evaluation

This study used sophisticated deep learning algorithms to diagnose diabetic retinopathy
from retinal pictures, testing with a variety of configurations ranging from typical super-
vised models to revolutionary self-supervised ones. The Vision Transformer (ViT) was
a major addition, indicating a trend away from traditional convolutional networks and
towards designs capable of collecting complicated retinal picture patterns. The modeling
process was expedited by the usage of platforms such as Jupyter Notebook and Google
Colab. The comprehensive examination of models on retinal fundus pictures was crit-
ical to the study’s reliability. While no specific metrics were mentioned in the extracted
content, the mention of DenseNet’s performance based on Kappa values suggests a thor-
ough assessment approach, emphasizing not only accuracy but also predictability and
consistency, ensuring the models’ practical viability in medical contexts.

Google Colab Link

https://colab.research.google.com/drive/1DeqMnQVNrdZe0FwLmBOY2_gEzUokisjt?authuser=2


 

RETINOPATHY 

 

The above packages are used in the designing of the code. 

 



 

 

 

The above screenshot is for the data acquisition in which the image information in the form 

of the file name and the level of the class to which it belongs. 



 

 

 

 

 

For clarity in this analysis, cropped images were used. 



 

 

 

 

The image preprocessing which is mentioned in the thesis. 



 

 

 

 



 

Model Sampling data using Stratified KFold to keep the ration of classes intact. 

 

Model Building. 

 

 

 

 



 

 

 

Performance Curves 

 



 

 

 



 

 



 

 

 

 



 

 

 



 

 

 

 



Final Prediction 

 

 



 

 

 

 

 



 

 

 

 

 



DenseNet 

 

 

 



 

 



DenseNet Prediction

 

 



 

 

Mobilenet 
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