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1 Introduction

The research gives an in-depth look at wildfire prediction modeling, with a focus on
evaluating and understanding the wildfire prediction dataset. Since flames are getting bigger
and happening more often around the world, it is important to be able to predict them
accurately. This study tries to explain how Convolutional Neural Networks (CNN) were used
to look at the dataset, prepare the data, analyze it, model it, and measure its accuracy.

2 Specification of System

The machine that performed this research configuration is: 16gb RAM, INTEL i7 11"
Generation @2.30 GHz processor, 64-bit OS, windows 11.

3 Software Requirements

The software requirements are needed to run the code. Google Colaboratory is used as the
environment for the research code. Python language was used for the project. Google drive
account is used to link to notebook. Microsoft Excel is needed as to store the data in csv file.

4 Environment Set-Up

The setting up of the colab environment is done following the steps below will allow the code
to run for research project. The steps are shown using images for better understanding.



Tools Help

X + Code + Text 4 Copy to Drive

Colab, or "Colaboratory”, allows you to write and execute Python in your browser, with

= Zero configuration required
+ Access to GPUs free of charge
+ Easy sharing

Whether you're a student, a data scientist or an Al researcher, Colab can make your work easier. Watch Ir b to learn more, or
just get started below!

~ Getting started

The document you are reading is not a static web page, but an interactive environment called a Colab notebook that lets you write and execute
code.

For example, here is a code cell with a short Python script that computes a value, stores it in a variable, and prints the result:

[ 1] seconds_in_a day = 24 * 6@ * 68

5 Data selection process

The dataset used in the research is form the open source dataset website i.e. Kaggle.com.
Dataset is called Wildfire Prediction Dataset (Satellite Images). Given figure below shows
the overview of the dataset page on Kaggle.

Wildfire Prediction Dataset (Satellite Images)

Satellite images of areas that previously experienced wildfires in Canada

DataCard Code (9) Discussion (2)

About Dataset Usability ©®
10.00
Source License

Refer to Canada's website for the original wildfires data: Other (specified in description)

Forest Fires - Open Government Portal Expected update frequency
Never
Original license for the data:
Creative Commons 4.0 Attribution (CC-BY) license - Quebec Tags
Earth and Nature Image

About Dataset g
This dataset contains satellite images (350x350px) in 2 classes : Classification

* Wildfire : 22710 images Deep Learning Canada

« No wildfire : 20140 images

The data was divided into train, test and validation with these percentages :

6 Libraries used

Following are the libraries which are used and will be needed in order to run the code or else
result may differ or code will give error.

1. Pandas

2. Tensorflow

3. Numpy

4. Matplotlib



o1

Cv2

regularizers
g, img_to_array

ImageDataGenerator
kpoint, EarlyStopping

t pandas as pd

7 Implementation

Once the data is downloaded off Kaggle and uploaded to google drive as well as all the files.
Mounting the google drive must then be done Please accept access google drive files.

rom google.colab import drive
drive.mount("/ ! )

Mounted at fcontent/drive

To run the file directly on google colab. Set the base path to your drive as shown below in
figure for better understanding. Or if you have placed files on some other folder or location
on drive set the path accordingly.

Gathering and loading data

Gathering The Data

zip_ref = zipfile.ZipFile
_ref_extractall(’/tm
zip_ref.close()

zip_ref = zipfile.ZipFile
_ref_extractall(’/tm
zip_ref.close()




Loading The Data

[6] dimage shape = (358,358,3)
N_CLASSES = 2
BATCH_STIZE = 256

train_datagen = ImageDataGenerator(dtype='float32’, rescale= 1./255.)
train_generator = train_datagen.flow_from_directory{'/tmpp/train’,
batch_size = BATCH SIZE,
target_size = (358,358),
class_mode = 'categorical’)

valid datagen = ImageDataGenerator(dtype='float32’, rescale= 1./255.)
valid_generator = wvalid_datagen.flow_from_directory{'/tmp alid’,
batch_size = BATCH SIZE,
target_sirze = (358,358),
class_mode = 'categorical’)

test_datagen = ImageDataGenerator(dtype='float32', rescale = 1.8/255.8)
test_generator = test_datagen.flow_from_directory('/tmpp/test’,
batch_size = BATCH_SIZE,
target_size = (358,359),
class_mode = 'categorical’)

Found 7142 images belonging to 2 classes.
Found 1698 images belonging to 2 classes.
Found 1658 images belonging to 2 classes.

BuildingModel
Building The Model

-« 0

weight decay = le-3

first_model = Sequential([
Conv2D(filters = & , kernel_size = 2, activation = 'relu’,
input_shape = image_shape), MaxPooling2D(pool_size = 2),

Conv2D(filters = 16 , kernel size = 2, activation
input_shape = image shape), MaxPooling2D(pool size =

Conv2D(filters = 32 , kernel size = 2, activation = "relu’,
kernel_regularizer = regularizers.l2(weight_decay)),
MaxPooling2D(pool_size = 2},

Dropout(e.4),
Flatten(),
Dense(308,activation="relu"),
Dropout(@.5),
Dense(2,activation="softmax

first_model.summary()

[» Model: "sequential”™

Layer (type) Output Shape Param #
conv2d (Conv2D) (None, 349, 349, 8)

max_pooling2d (MaxPooling2D (None, 174, 174, B)
)




Training the Model
Train The Model

[1
from PIL import ImageFile
ImageFile.LOAD_TRL

checkpointer = ModelCheckpoint('f Sve / nly=

early_stopping = EarlyStopping(monitor= 1 ', patience= 18)

optimizer = optimizers.Adam(learning_rate= @.e8@81)

first_model.compile(lo:

history = first model.fit(train_genera

valid generator
pointer, early stopping])

Epoch 1: L improved from inf to ©.69310, saving model to first_model.hdf5
28/28 - 685 2s/step - loss: ©.6541 - auc: 0.6843 - acc: 9.6005 - val loss: @. - val_auc: @.5718 - val_acc:
Epach
28/28 - ETA: @s - loss: ©.5140 - auc: 8.9684 - acc: ©.8199
Epach L improved from @.60310 to @.47285, saving model to first_model.hdfS
- 39s 1s/step - loss: ©.5148 - auc: ©.9884 - acc: 9.8199 - val loss: 8.4721 - val_auc: 8.

Accuracy Check

plt.plot{history.history[" ], label = "t
plt.plot{history.history[ 1, label =

plt.legend(loc =

plt.show()
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