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Detecting Type and Severity of Speech 
Impairment         using Deep-Learning Algorithms and 

Clustering 

Ankit Chatterjee 

21169993 

 
 

1 Introduction 
 
 
This project deals with the detection of the type of speech impediments using the Long Short-Term Memory 
Recursive Neural Network deep learning technique. The project makes use of raw audio files as dataset and 
splits the dataset into train and test validation sets. This document serves as a configuration manual and 
helps us to understand the configuration details of the entire project. 
 
 

2.   Environment configuration 
 
To develop the code for the project, we have used python programming language. The version of python 
used for this project is 3.10.2. 
 

 
 

2.1 Google Colab Pro 
 
In this project, we have used Google Colab pro to run and execute the python code. Google Colab is a hosted 
Jupyter Notebook Service that provides access to the computing resources like GPUs and TPUs. The reason 
behind using the Colab service is its suitability for data mining, data science and machine learning projects. 
Google Colab provides a platform for the code to run in an environment with high specifications. 
 

2.2 Python Libraries 
 
The project code requires several python libraries for different steps. The following is the list of all the 
libraries that are required for importing, preprocessing and training of the data. 
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The above snippet shows the different libraries required for different steps of the project. 
 

3. Data Collection:  
 
The data used for this project is in the form of audio data files that comprise of the voice recordings of 
patients suffering from stammering and dysarthria. The data for stammering is collected from the audio 
library of the University College London and all the data is in  ‘.wav’ format. The data for the dysarthria voice 
samples and control group is collected from Kaggle website.  
 

4. Data Storage: 
 

The data collected is stored in different directories with a label on each library in the google Colab platform. 
There are three directories for each of the labels i.e., ‘stammering’, ‘dysarthria’ and ‘normal’ speech. The 
below code snippet demonstrates the procedure for accessing the data in the Colab platform. 
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5. Stratified Sampling of the Data: 

 
In the below code snippet, we use the ‘train_test_split’ function of the ‘sklearn’ package to split the entire 
dataset into test and train data. In this case, a stratified sampling technique is used to maintain the ratio of 
the test and train data sets. 
 

 
 

6. DataLoader: 
 
To ensure the effective use of memory, we use the PyTorch’s DataLoader instance for this project. PyTorch is 
an opensource machine learning framework that makes use of the Python Programming language and the 
Torch library. 
 
The DataLoader is used to load the audio data files in batches rather than loading the entire dataset at one 
instance. 
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7. Plotting Spectrograms:  
 

Spectrograms are widely used when examining data in the form of audio files. Spectrograms are like images 
of a photograph of a signal. It plots Frequencies in X-axis and Time in Y-axis.  In the spectrograms used in this 
project, the plot conveys the strength of the waveform. The higher the energy of the waveform, brighter the 
color of the spectrogram. 
 
The below snippet shows the spectrogram of smoothed audio waveform post of normal speech post the 
noise cancellation and the smoothing techniques. 
 

 
 
 
As part of the project, we use three datasets for analysis- Stammering, dysarthria and normal speech. 
Below are three Mel-Spectrograms for each type of speech. 
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The below Mel-Spectrograms are for the following three speech types respectively. 
 
Stammering. 
 

 
Normal Speech 
 

 
 
Dysarthria 
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8. Defining and Training the LSTM-RNN Model: 
 

The following are the libraries used for defining and training the LSTM model. 
 

1. ‘torch.nn’: The layers of the LSTM model are defined with the PyTorch’s neural network module. 
2. torch.optim.Adam: This is used for implementing the Adam optimizer during the training of the 

model. 
3. ‘nn.CrossEntropyLoss’: This is used for calculating the Cross Entropy Loss during the training of the 

model. 
 

 
 

4. ‘train_single_epoch’ This function is used for training one epoch so as to minimize the time taken 
during training of the model. 

         

 
 

5. ‘train’: This function is used to train the LSTM-RNN model on the entire dataset for the specified 
epochs. 
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9. Testing the Model: 
 

The ‘test’ function is used for testing the model on the test data. 

 
 

10. Accuracy: 
 
The accuracy of the model is calculated as 83.33%. 

 
 
         

11. Severity: 
 
To detect the severity of the speech impediments, we use the K-Means Clustering method. We import the 
KMeans library from sklearn package. The code snippet for the plot is as follows: 
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In the below figure, the severity of the impediment is represented as follows: 
 
Class 0 represents ’Mild Severity.’  
Class 1 represents ’Moderate Severity.’  
Class 2 represents ’Severe Severity.’ 
 

 


