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1 Introduction- 
 

This Configuration Manual document specifies the system design in terms of software and 

hardware required to implement the research project, "A comprehensive evaluation of 

stacked autoencoders for text embedding. Moreover, it lays out the stepwise instructions to 

execute the project. 

 

 

2 System Configuration- 
 

2.1 Software Requirements: 

 
• Google Colab: Google Colab is a free-of-charge product from Google that allows to 

write and execute Python code. It is an online version of the Jupyter notebook and is 

mainly suited for machine learning and data analysis-related tasks. 

• Python Programming Language: Python is a prevalent programming language and is 

famous among people who call themselves Pythonistas. The language is well known 

for developing software, creating websites, and Data Analysis tasks. 

• Google Drive: Google Drive is one of the cloud-based free services which allow users 

to store data and access files online from their devices. To access this service, the user 

must have a registered Gmail account. 

• Jupyter Notebook: A Jupyter Notebook is an open-source application that allows user 

to execute and run all aspects of data analysis project with the help of a web browser. 

 

2.2 Hardware Requirements: 

 
• Dell Inspiron 14 

• Processor: 11th Gen Intel(R) Core(TM) i5-11300H @ 3.10GHz. 

• Installed RAM: 16.0 GB (15.7 GB usable). 

• System Type: 64-bit operating system, x64-based processor. 
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. 2.3 Libraries Installed: 

 
These are the necessary libraries that were imported and installed for the completion of the 

project. 

 

 
 

The Dataset Brown Corpus is obtained using the nltk('brown') command, which is used to 

download the Brown Corpus. It is a very well-known corpus widely used in computational 

linguistics and Natural Language Processing. The corpus was the first 1 million-word textual 

data set in the English language. 

Link- https://www.nltk.org/book/ch02.html 

 

The textual corpus comprised text from 500 sources and categorized by genre such as news, 

editorial, fiction, etc. It is the most used corpus for linguistic analysis, especially in POS 

tagging, word-sense disambiguation, and much more. 

 

 
                            

                                                              Brown Corpus. 

 

                               

 

3 Data Preprocessing and Visualization steps. 
 

Data pre-processing is a crucial step in the data analysis process. It involves cleaning and 

transforming the raw data which is suitable to use for further analysis such as training the 

model or creating visualizations. 
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• Checking the distribution of the top 30 common words in the corpus. 

 

 
 

 
 

• Checking the distributions of POS-tagged words in the corpus. 
 

POS tagging is one of the important parts of natural processing language which involves 

assigning a grammatical category to each word in a sentence. It has various applications and 

is used in Syntactic parsing, semantic understanding information extraction, etc. 
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• Word Cloud for the words in the Corpus. 

 
Word clouds are used for visualizing text data based on the frequency of words. The words 

which are more frequently used will be seen in varying sizes and colours. 
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• . Checking for the count and length of Sentences in the corpus. 
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• Checking for Vocab size in the Corpus. 

 

 
 

 

• Initializing the parameters used in the model. 

 

 
 

 

• Creating a tokenizer and padding the sequences up to a fixed length. 

 

 
 

• In this section of code, training data is pre-processed by converting the input text data 

into sequences of integer tokens and padding the sequences to a fixed length. 

• Padding the sequences is an essential step that is used in output to produce target 

sequences of the same length, and it is used to create consistent mini-batches and 

enable efficient computation.   

 

4    Model Implementation- 
4.1(a) Bidirectional GRU Model- 
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• Training the bidirectional GRU-based Autoencoder. 

 

 
 

• In this code, the evaluate method is used to check the accuracy which in turn returns 

how well the autoencoder model is able to reconstruct the data.   
 

 
 

• The codes below are used to generate a plot for Training and Validation accuracy and 

loss.  
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4.1(b) Two-Bidirectional GRU Model. 

 

• Two stacked layer of Bidirectional GRU is used.  
 

 
 

• Early Stopping hyperparameter is used to prevent the model from Overfitting. 
 

 
 

 

4.1(c) Three-Bidirectional GRU Model. 
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4.1(d) Four-Bidirectional GRU Model. 
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4.2(a) One-Bidirectional LSTM Model. 
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4.2(b) Two-Bidirectional LSTM Model. 

 

 
 

 
 

 

4.2(c) Three-Bidirectional LSTM Model. 
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4.2(d) Four-Bidirectional LSTM Model. 

 

 
 

 

 

 

 


