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1 Google Collaboratory Setup

This sections elaborates on the steps to setup Google Collaboratory for execution of the
python code.Firstly navigate to the Link https://colab.research.google.com/.Teeter and
Barksdale (2011) Then click on New Notebook as mentioned in Figure 1. Once the new
file opens we are ready to upload files , mount to share drive , install python libraries etc.

Figure 1: Opening New Collaboratory Session
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2 Mounting to Google Drive

There are two ways to upload Data files,Trained Model folder.First approach requires to
sign in with gmail id and then mount Google Collab notebook to Google drive.Second
approach is to upload all the files in real time environment for a particular session and
then the files need to be uploaded again for every run.Then Click on File followed with
Open and then navigate to Upload and choose file ResearchProject.ipynb file.Then code
file will open in new window.Figure 2

Figure 2: Opening and Uploading Python Code File

3 Uploading Data Files and Fine Tuned Model Folder

Files

Click on the Folder icon on the left corner.Then click on upload files i.e upload to session
storage for temporary storage.Upload all the below mentioned files from the folder.Please
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refer Figure 3

Figure 3: Uploading Data and Model Files

• RIC Dataset.xlsx

• Question.xlsx

• training data.txt

• training args.bin

• generation config.json

• config.json

• training args.bin

• Validation Set.xlsx

• Book.xlsx

• Logs Folder

4 Installing Python Libraries

A list of Python libraries needs to be installed before starting line by line code execu-
tion.Figure 4

5 Executing Code with Fine Tuned GPT Model

Once all the files are uploaded successfully and all the libraries are installed in the virtual
engine. Next step is to execute the code line by line from the section ”Model Fine
Tuning & Visualisation”. As suggested in Figure 5. The prior steps in the code are
the fine tuning steps of GPT2 model.The overall code flow starts from Data pre-processing
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Figure 4: Installing Python Libraries

then model fine tuning followed with Hyper-parameter optimisation and then generating
text based on prompts. Lastly comparison with baseline models like GPT2 and T5 is
done on multiple metrics like BERTZhang et al. (2019),ROUGELin (2004) etc. with a
visualisation piece added to give an high level overview on the data as well as the scores
generated for output text responses with reference text.

Figure 5: Code Execution Section

6 Outputs and Code Snippets

This Section captures the output visualisation once the code is executed in steps as
follows:
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Figure 6: Installing Python Libraries Figure 7: Visualisation

Figure 8: Data Overview Figure 9: Combining data to dataloader

Figure 10: Creating the training set

Figure 11: Creating Tokenizer

Figure 12: Fine Tuning the Model
Figure 13: Hyper Parameter Tuning and
Saving the Model

Figure 14: Text Generation
Figure 15: Calculating Perplexity
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Figure 16: Calculating Average Edit
Distance Figure 17: Calculating METEOR and

BLEU Score

Figure 18: Calculating BERT Score Figure 19: Average METEOR Score

Figure 20: Text Comparison : Baseline
and Fine Tuned Model Figure 21: Score Comparison

Figure 22: BERT Score Comparison

Figure 23: Average BERT and MET-
EOR Score
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Figure 24: Final Score Comparison
(Fine Tuned GPT2,GPT2 and T5
Model)

Figure 25: Experiments on Generated
Text

Figure 26: Visualisation 1
Figure 27: Visualisation 2

Figure 28: Generating Audio using Gen-
erated Text
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