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Fine-Tuning Large Language Models for
Domain-Specific Response Generation:A Case Study
on Enhancing Peer Learning in Human Resource

Diksha Bhatnagar
21183961

Abstract

This research delves into front in-line Natural Language Processing (NLP) tech-
niques, focused on devising innovative solutions specifically tailored for small-scale
organisations to enhance precision and efficiency in the Human Resources domain.
Keeping an employee-centric view in mind, the study molds Large Language Mod-
els (LLM) to excel in this domain.
The architecture focuses on generating contextually relevant answer prompts dir-
ected towards overall employee development, peer learning, and corporate culture.
The strategy is underpinned by the utilisation of employee survey data on which the
model is trained to glean insights from anonymised and consent-obtained responses.
This synergy between natural language processing and survey data combines to fuel
the system to offer accurate and contextually aware answers. Additionally, the dis-
sertation explores the novel concepts of text synthesis, treating it as a self-contained
entity. This intriguing avenue explores as well as promises potential applications in
communication enhancements, though its inner workings are considered enigmatic,
akin to a black box.
This study places a high priority on ethical concerns and compliance, ensuring
the appropriate use of employee data and adherence to ethical research practices.
The dissertation discusses the difficulties with ethics and compliance that were
encountered during the study process and suggests solutions. It examines the sig-
nificance of open data usage, clear consent, and the implementation of a finely
tuned language model.
Integration of NLP with employee-centric data and venturing into the zone of mul-
timedia synthesis, this study contributes to the rapidly growing field of AI-driven
corporate solutions. The results demonstrate the effectiveness of specialised NLP
methods in increasing communication dynamics and serve as a foundation for fur-
ther study in this broad area.

1 Introduction

In today’s rapidly evolving corporate landscape, effective information exchange and seam-
less communication are of great importance, serving as cornerstones of success. Among
the cutting-edge technologies and automations, playing a significant role in driving the
transformation in Natural Language Processing (NLP) is the desire of many small-scale
organizations. NLP serves as an interdisciplinary field at the intersection of computer
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science and linguistics. The advent of NLP is expected to reshape the way organisations
engage with their employees and customers, granting machines the capability to compre-
hend, interpret, and generate human language.
In recent times, the deployment of NLP has moved beyond traditional paradigms, finding
a welcoming environment in corporate settings and thriving in employee-centric commu-
nications. This dynamic environment underscores the need to establish efficient commu-
nication channels between businesses and their staff. Employees, who form the backbone
of every business, require not only prompt solutions to their inquiries but also personal-
ized interactions that are relevant to the situation. NLP emerges as a powerful tool for
meeting these demands and bridging the technological and interpersonal gaps.
Information retrieval and effective communication play a significant role in environment-
centric contexts. Therefore, an organisation’s ability to respond quickly to employee
inquiries, foster cooperation, and efficiently disseminate knowledge is crucial. The timely
provision of accurate information can have a substantial impact on employee satisfaction,
engagement, and productivity, whether it involves defining corporate policies, addressing
HR-related matters, or enhancing the on-boarding process.

The increasing use of NLP techniques has led to a compelling shift in the corporate com-
munication paradigm and how these organisations are redesigning their ecosystems. For
instance, the ability to promptly address employee inquiries, disseminate knowledge, etc.,
which in turn significantly impacts employee satisfaction, engagement, and productivity.
NLP emerges as a crucially in comprehending, summarising, and extracting insights from
this deluge of information, as organisations grapple with the challenges of managing vast
volumes of textual data. The potential of NLP techniques to enhance communication
extends beyond just text it also encompasses the realm of audio synthesis, ushering in a
new era of engaging and interactive workplace interactions.
In the context of large language models, transfer learning is the process of pre-training a
model on a substantial dataset and then fine-tuning it for a specific task or domain. This
approach has completely revolutionised the field of Natural Language Processing (NLP)
and has led to the development of several highly potent language models, such as Bid-
irectional Encoder Representations from Transformers (BERT), Generative Pre-trained
Transformer (GPT), and Text-to-Text Transfer Transformer (T5).

With these future developments in mind, this dissertation concentrates on leveraging the
potential of NLP in corporate settings and delivering a tailored solution. This solution
not only offers employees precise answers to their queries but also enhances organisations’
overall communication infrastructure through the utilisation of advanced fine-tuning tech-
niques and the wealth of employee survey data. Furthermore, this work extends the
boundaries of conventional communication methods by exploring audio synthesis.
Many research studies have focused on a model-driven approach to defining research
questions. However, this study makes an attempt to categorise respondents based on
their responses. It seeks to establish a broader relationship using a representative survey
sample, which typically reveals limited information about individual preferences (Tibor
et al.; 2023). Here, we will train and fine-tune multiple Large Language Models on the
survey response dataset, and then we will identify the most efficient model to consider
when working in a resource-constrained environment with minimal incurred costs.

The high level architecture of the project is depicted in Figure 1
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Figure 1: Project Architecture (High Level)

2 Related Work

The development of large-scale pre-trained language models like Bidirectional Encoder
Representations from Transformers (BERT), Generative Pre-trained Transformer 2 (GPT-
2), and Text-to-Text Transfer Transformer (T5), have recently transformed the fields of
natural language processing (NLP) and machine learning. In numerous NLP tasks, such
as text generation, translation, and sentiment analysis, these models have proven to have
excellent ability. The efficiency of these models in producing answers to questions with a
specified domain has been investigated in earlier studies. Attention has also been drawn
to the use of transfer learning approaches to hone these models for particular purposes,
such as producing responses in the context of employee survey data.

2.1 Expensive LLM’s and Pre-Conceptions

In one of the study authors suggested LLMs might develop prejudice, reinforce pre-
conceptions in the training dataset, and convey incorrect information as true. Here a
review on benefits and issues related to AI were discussed. Where Google referred to
Bard and other LLMs like BLOOM as an open access, multilingual LLM with 176B
parameters that can be used to deploy additional programmes and power chat-like user
interfaces. Stating capacity to reliably induce desired outcomes is not always simple, es-
pecially given the sensitivity to the precise text prompt choice as suggested by (Moslem
et al.; 2023).

LLM-based chatbots face a fundamental problem in that they have the potential to ”hal-
lucinate,” or offer erroneous information as true. Large Language Models (LLMs), which
have been used for some time and have varied degrees of ability to produce meaningful
and valuable text, are not unique to ChatGPT.1 However, a lot of these technologies are
openly accessible as command line interfaces (CLIs), which may account for ChatGPT’s
rapid climb to renown. The GPT-3 model was skillfully developed by OpenAI to be
implemented at scale alongside an easy-to-use user interface.The computer hardware re-
quired to develop AI models is expensive to produce and uses a lot of energy both during
development and deployment.Without taking into account research, development, and
energy use, the cost of the hardware is estimated to be close to 5 million dollars based
on the processing power that OpenAI has access to (10,000 Nvidia V100s).

1 https://openai.com/.
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According to a recent analysis, training BERT (a 6 billion parameter LLM) to com-
pletion would generate between 21 and 78 metric tonnes of CO2. Recall that ChatGPT
is a 175 billion parameter LLM and that this only takes into account the cost of train-
ing, not any cost associated with producing text in response to possibly billions of daily
questions (G et al.; 2023). Hence in a resource constrained situation and keeping envir-
onmental constraints in mind its important to understand to efficiently use the existing
resources instead of creating other models at large scale.

2.2 Transfer Learning and Optimisation

Yu et al.2023 suggests transfer learning using Pre-trained Language Models (PLMs) has
become a potent approach to address issue. PLMs are strongly dependent on large, la-
belled datasets, which limits their ability to quickly adjust to changing viewpoints. To
take advantage of pre-trained information and get around dataset restrictions, techniques
like hyper-parameter tuning for prompt generation arose. However, these methods are
still insufficient to guarantee accuracy or to produces a single shot or zero shots scen-
arios. Another study suggests Large language models have revolutionised automatic text
summarisation, but a challenge for this work continues to be the lack of in-domain data-
sets.Hence synthetic and real in-domain data are used in tandem through an iterative
data augmentation strategy, greatly enhancing the summarisation procedure creating a
”Transformer” language-based abstract text summariser for Arabic content. The effect-
iveness of the proposed model is assessed by optimising the BART model (Jezia et al.;
2022). Here the study focused on transfer learning paradigm of machine learning to train
models using synthetic as well as real world data.

2.3 Biases

One more study focused on Large-scale language models’ reliance on copious amounts of
textual training data, drawn from a variety of text sources like Wikipedia, BookCorpus,
and the enormous web, has significantly changed the field. The interaction of enormous
amounts of training data with creative un-supervised or self-supervised learning. The
extraordinary successes of modern language models across a wide range of Natural Lan-
guage Processing (NLP) tasks have been supported by training objectives.

Significant concerns have been expressed in the training community. Pre-trained lan-
guage models show strong biases that span several dimensions despite their excellent
abilities as shown by various research on prejudices impacting marginalised groups, dis-
crepancies in race,sexual orientation and gender.
Due to their potential to have unanticipated and significant effects in practical applica-
tions, these biases must be understood. In particular, the prevalence of bias, as demon-
strated by instances like the COMPAS AI software employed in US courts, highlights
instead of concentrating exclusively on model architecture improvements, address the
causes of bias in the training data.To promote fair, responsible language models, it is
important to pinpoint the sources of bias within corpora and improve the selection and
makeup of training and evaluation datasets that are free of negative prejudices.

In addition, there is a natural bias towards high-resource languages in the field of natural
language processing, where they receive disproportionate attention and development ef-
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forts. This bias results from the simplicity of data collection, linguistic proficiency, and
a continual reinforcement of these languages’ development and data gathering.
Despite efforts to close the gap via multilingual language models, there is a widening
difference between the amount of text resources accessible for languages with high and
low resource levels. Inadvertently minimising the distinctive contributions of under rep-
resented languages, multilingual models that rely on skewed language distributions have
a tendency to reinforce the perspectives of dominant cultures and languages (Roberto
et al.; 2023).

2.4 Ethics and Transparency

Large Language Models often operate in a Black Box Model making it challenging to
intrepret how a decision is made which can raise ethical concerns. Even some data
used to train LLM’s have copy wrights leading to infringement and legal complications.
Hence ensuring privacy and data protection in the diversified dataset is really import-
ant.Identifying the biases and mitigating them is a approach to go forward. All the
data must be retrieved with consent and must go through continuous evaluation cycle to
identify any ethical and performance issues (Andrés et al.; 2023).

3 Methodology

This section focuses on outlining the comprehensive methodology based on the literature
review for implementing the proposed solution and conducting the study for this pro-
ject. The adopted framework experiments with how resources and tools can be efficiently
utilized in a resource-constrained environment without compromising the quality of re-
sponses. Given the availability of many trained large language models like GPT, T5.
In the industry, effectively using them to minimise steps such as purchasing datasets for
model training or building highly efficient language models, or hiring human annotators
for evaluation can be cost-prohibitive. Therefore, the idea here is to use a pre-trained
language model like GPT-2 and fine-tune the existing model to generate domain-specific
responses to questions. In this section, we will compare all responses of our fine-tuned
model with the baseline GPT model as well as with the T5 language model. The process
is divided into sub-sections to provide a detailed context, as also represented in Figure 2:

1. Research Design : Transformers have revolutionised NLP and serve as the found-
ation for many large language models. They excel not only in the efficient processing
of sequential data by considering the relationships among all input tokens but also
employ a self-attention mechanism that captures context and dependencies. Trans-
formers are widely regarded as highly effective in capturing context and dependen-
cies.
Pre-trained transformers, when fine-tuned, have the capacity to generate high-
quality, coherent, and contextually relevant answers. They can also produce high-
quality responses to employee queries, thereby enhancing communication. The
design of this study focuses on fine-tuning a pre-trained GPT vanilla model with
employee survey data to improve communication within the employee-centric do-
main, benefiting from its training on extensive data as per (Xin et al.; 2023). The
study employs an exploratory approach, combining quantitative and qualitative
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measures such as Human Evaluation, Perplexity Calculation, BLEU Score, Av-
erage Edit Distance, BERT Score, and METEOR Score. Detailed explanations of
these measures are provided in the following paragraphs. Following this, the Google
gTTS API is utilised to convert text to speech, considering it as a ’black box’,

• Human Evaluation : The primary challenge faced by small-scale organisa-
tions is the cost associated with hiring human annotators to generate large
datasets. This process is not only expensive but also time-consuming, as it
requires extensive training. Human annotators are tasked with producing
high-quality annotations for data labeling, text annotation, and other tasks.
However, due to limited resource availability, the approach here is to conduct
human evaluation in terms of Coherence, Relevance, and Overall Quality of
the generated responses as suggested by Popović2020. Considering a Rating
scale from 1 to 5 for each parameter. With the significance of each column as
listed below :

(i) Input Prompt : The prompt used to generate the response,

(ii) Generated Response : The response generated by the Fine Tuned GPT2
Model,

(iii) Coherence : Rating assessment on how the response is logically connected
and makes sense,

(iv) Relevance : Rating assessment to identify how the response is closely
related to the input prompt,

(v) Overall Quality : Considering the above parameters how is the overall
response quality is there.

• Perplexity : Shannon1948 suggested utilising perplexity, a metric that is well
known in literature for the intrinsic evaluation of LMS, to determine how far a
real sequence of tokens is from the probability distribution is an effective way
for text evaluation,

• BLEU Score : As suggested by Kishore et al. 2002 BLEU is not a strong
evaluation metric for text generation models, although it can be employed
as a scoring function for obtaining quick feedback. In general, it seems that
the commonly used automatic metrics heavily emphasize N-gram overlap in
a straight forward and simplistic manner. Consequently, if sentences deviate
lexically, semantically, or syntactically from the reference phrase, they may not
receive recognition, even if they effectively achieve the desired communication
objective. Therefore, newer metrics that increasingly employ neural networks
to address these issues are widely adopted, in van der Lee Chris et al. (2021)
research.

• Average Edit Distance : Levenshtein Distance in Levenshtein1965 is also
regarded as a significant metric to consider. This edit distance metric measures
the dissimilarity between two strings by calculating the minimum number of
edits needed to transform one string into the other. Edit distance is commonly
employed in fields such as computational biology. A normalised edit distance
typically falls within the range of 0 to 1 and elucidates the dissimilarity between
the actual and generated text,(Michele and Gianfranco; 2019).

• BERT Score : Bidirectional Encoder Representations from Transformers
(BERT) in Zhang et al.2020, an NLP method developed at Google, was de-
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signed to improve language comprehension tasks. When compared to other
NLP tools, BERT has demonstrated superior results across a range of natural
language understanding tasks, including paraphrasing and summarisation,in
Richard et al. 2021 journal.

• METEOR Score : In machine translation research, automatic quality meas-
urements like METEOR from Lavie and Agarwal 2007 are traditionally em-
ployed to assess the reliability of Machine Translation (MT) systems, MET-
EOR evaluates translation accuracy by comparing the surface n-grams in the
MT output with a human reference. It employs a similar approach to transla-
tions that contain one or two grammatical errors, which substantially impact
the sentiment of the source text and yield a comparable average score.(Hadeel
and Constantin; 2021)

Then techniques like adjusting temperatures, filtering data, top-k sampling, Beam
Search, Penalising Repetition were implemented to fine tune the model to achieve
best results explained in the next sections,

2. Data Collection : A dataset consisting of 20 employee survey responses was
collected to support the implementation of the solution. The surveys were designed
to capture a range of questions and concerns commonly raised by employees in a
business environment. These questions spanned various key areas, including peer
learning, team building, aspirations, communication, and more. To safeguard the
privacy of the participants and address ethical concerns, the survey results were
collected anonymously, with no personal information recorded, not even their IP
addresses,

3. Data Pre-processing : The survey data underwent several pre-processing steps,
which included text normalisation to standardise text entries, data aggregations
for organising and categorising employee queries, and data cleaning to remove any
inconsistencies or outliers from the data. Some of the steps involved cleaning the
data for null and N/A values. For training a language model, the data cannot be
directly fed; therefore, tokenisation of sentences, padding for equal length, and then
combining them in the data loader were necessary. Once completed, as the initial
dataset was retrieved from an Excel file due to its limited size, it was restructured
to combine two columns: Questions and Answers. This combined data was then
converted into a text file for model training. Similarly, a set of 15 user responses
was retained for the training and validation sets. Since the dataset is relatively
concise, random up-sampling technique was employed to introduce more diversity
into the training set. This process aids in improving the model’s performance on
unbalanced datasets, which can be enhanced by balancing the class distribution
and giving the minority class greater exposure. Additionally, descriptive statistics
was used to identify answer lengths, answer counts, the number of unique answers,
and other relevant metrics,

4. NLP Techniques : Fine-tuning a large language model is a pivotal aspect of
this project. Pre-trained language models, one from the Transformers family, are
adapted and enhanced using domain-specific data. The objective is to generate
answer prompts that are contextually relevant and tailored specifically to employee
questions. Achieving this purpose entails fine-tuning and training the models using
employee survey data,
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5. Model Training and Evaluation : The refined model underwent a comprehens-
ive training and evaluation process. Throughout the training, the model’s perform-
ance was validated using held-out data, involving multiple iterations and parameter
optimisation. The evaluation considered criteria such as recall, accuracy, and preci-
sion to assess how effectively the models could generate accurate and contextually
appropriate responses. Several fine-tuning techniques, as listed below, were selected
for model training, including:

– Temperature Scaling : It is a parameter that controls the degree of random-
ness in the output of a language model. The higher the temperature value,
the more diverse the language model’s response will be generated. The value
ranges from 0 to 1,

– Filtering Data : Filtering data in our case involves removing incomplete
data to enhance the quality of the generated data and ensuring consistent
token length for text training and generation,

– Top-k Sampling : Koren initially introduced the top-k sampling method
as a means to evaluate the performance of top-k recommenders in a seminal
study. He conducted a specific comparison between the target movie ’i’ and an
additional 1000 randomly selected movies. This comparison involved assigning
relevance scores, followed by normalizing the ranking values to a range between
0 and 1. Subsequently, cumulative distributions were employed, emphasizing
the significance of under-sampling in this context, Dong et al.2020. Hit Ratio
and the sampling version are crucial factors in this technique. This approach
generates text by emphasizing only the ’k’ most probable tokens. The larger
the ’k’ value, the less biased the result becomes. It resembles a redistribution
of probability mass among the ’k’ next words,

– Beam Search : It’s more of a decoding algorithm aimed at discovering the
longest sequence of words for a set of input tokens. It can be viewed as a frag-
mented version of a graph search, where the potential points are tokens from
the input and are systematically retrieved based on an optimisation function.
A longer beam length results in more efficient output generation,

– Penalising Repetition : Many researchers have argued that relying solely
on fixed corpora cannot fully capture the nuances of a language, and there
may be a gap between sampling methods and real human language due to
limited corpora in (Zihao et al.; 2021). Hence keeping a repetition threshold
in text generation is really important or else the generated text woould not
be contextual. All these steps ensure efficient fine tuning of the model is done
considering various aspects as well as being ethically responsible.

• Audio Synthesis : The study explored audio synthesis as a novel form of commu-
nication. It employed a ’black box’ approach, treating audio synthesis as a single
entity. Although it was not the primary focus, this investigation provided insights
into potential future applications of multimedia synthesis in corporate communic-
ation,

• Ethical Consideration : Throughout the project, ethical considerations held
paramount importance. Maintaining anonymity and accuracy were given the highest
priority when compiling employee survey results. Stringent data security measures
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were implemented to safeguard participants privacy, and all ethical standards were
meticulously adhered to,

• Limitations : The project faces several challenges, including the absence of high-
quality domain-specific data for fine-tuning, the complexity of generating and com-
prehending natural language in a human-like manner, and the inherent complexities
of audio synthesis and talking head video technology,

• Validity and Reliability : Real-time data collection, process optimization, and
model evaluation ensured the project’s validity. By maintaining consistency in pro-
cedures, transparent reporting, and comprehensive documentation, the study’s reli-
ability is demonstrated. To enhance communication in employee-centric corporate
environments, the methodology employed a multidimensional approach that integ-
rated NLP techniques and employee survey data. The results, implications, and
potential future directions of this comprehensive approach are extensively covered
in the following sections.

Figure 2: Methodology Flow Diagram

4 Design Specification

The detailed specification of the proposed solution, integrating Natural Language Pro-
cessing, survey data, and multi-media synthesis, which adopts a modular architecture
to ensure flexibility and scalability, is explained in this section. Model fine-tuning in-
volves adjusting hyper-parameters to retrieve contextually relevant responses, followed
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by data processing, including Data Cleaning, Imputation, and Feature Engineering tech-
niques such as Term Frequency-Inverse Document Frequency (TF-IDF) or word embed-
ding. These techniques are used to convert textual survey results into feature vectors.
The Fine-Tuned GPT-based transformer model is implemented using Python and the
Hugging Face Transformer library, along with the Google Text-to-Speech API for audio
generation. The solution also includes robust error-handling components that gracefully
manage unforeseen events and maintain user integration.

4.1 Model Building/Architecture

The generative pre-trained transformer 2 model is one of the variants of transformers
that can be utilised in various tasks like text generation, translation. Fine-tuning of the
GPT model simply allows for adjusting model weights to generate responses according to
customisation. The architecture of the GPT model is primarily built on top of the trans-
former model architecture, which involves an encoder and decoder. However, the GPT-2
model falls under auto-regressive language models, focusing on the decoder portion, that
is predicting the next word in a sequence of words based on the history of words that
came before it, following a feed-forward model approach (Zhan; 2022).

The procedure begins with text provided by the user. To enable the model to process the
input text, tokenisation divides the text into smaller units, such as words or subwords.
The tokenised text is converted into numerical representations called embeddings at the
embedding layer. These embeddings capture the tokens’ semantic meaning. A succession
of transformer encoder layers are applied to the embeddings. Self-attention mechanisms
and feed forward neural networks make up each layer. These layers record the depend-
encies and contextual ties between the tokens. To provide the model with information
about the positions of the tokens in the sequence, positional encoding is added to the
embeddings. Each transformer encoder layer’s multi-head self-attention mechanisms de-
termine attention weights to weigh the significance of various tokens in relation to each
other. To record intricate relationships between tokens, the embeddings undergo a feed
forward neural network after self-attention. Then, to stabilize training and promote in-
formation flow through the layers, layer normalization and residual connections are used.
If necessary, a decoder can be inserted after the encoder for purposes like language gen-
eration. Based on the context that the encoder has learned, it produces output tokens.
The last layer of the model projects the output of the decoder into a vocabulary space.

Token probabilities are frequently generated using a softmax function. To determine the
next token based on expected probabilities during text production, sampling techniques
such as top-k sampling or nucleus sampling can be utilised. The generated token(s) are
the model’s output text. The GPT architecture might be referred to as a ”black box” in
the sense that it applies intricate calculations and transformations to input text, and it
can be difficult to read or explain exactly how it arrives at its output in terms that are
understandable to humans. The high-level functionality chart is depicted in Figure 3.

5 Implementation

The code implementation begins with the installation of necessary Python libraries, in-
cluding transformers, GPT-2 Tokeniser, DataLoader, to ensure smooth code execution.
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Figure 3: Project Architecture (High Level)

The data is collected through survey responses, as explained in the section above, us-
ing SurveyMonkey in a format consisting of questions and free-text answer values. The
questions were designed to capture a wide range of ideas from end-users. Proper consent
and voluntary participation in the survey were ensured, with no disclosure of personal
information, not even the capture of the user’s IP address from which the answers were
logged. Following this, basic data cleaning is performed, and the data is stored in an Ex-
cel sheet format. As part of the pre-processing, tokenisation is applied to the questions
and generated answers, followed by padding the sequence length of each sentence and
then combining them into a Data Loader. The prepared Data Loader is then fed into the
model to generate a comma-separated text file.
The initial GPT-2 model training was run with a block size of 146, and the masked lan-
guage modeling token was set to False. The processing then moved to the data collator,
restricting it to generate responses based on the training dataset. The first fine-tuned
model resulted in many repetitions in the generated sentences. Therefore, techniques
like setting the repetition threshold to 5 were employed, along with random up-sampling
of data to generate diverse responses. As part of multiple model training runs, various
parameters were considered for fine-tuning, which are listed below in Table 5

This involved adjusting various parameters, such as modifying the learning rate, fine-
tuning the weight decay, changing logging steps to enable more frequent evaluations with
the evaluation strategy set as ’STEPS,’ utilising a cosine learning rate schedule, and ad-
justing the gradient accumulation steps for a larger effective batch size, among others.
Few parameters were tuned in the model training process. Multiple parameter tweaking
was tested, as explained in Section 3, above including top-k sampling, beam search, etc.
The number of epochs was set to 5, which is a reasonable value to iterate over the entire
training dataset due to its small size. The training batch size was set to 8 to allow more
frequent weight updates and require less memory to be processed at once. To ensure
stable convergence, the learning rate was kept low at 1e-5, as a higher value was leading
to an increase in the loss function value. Lastly, due to the limited volume of data, the
data loader worker value was kept at 2.
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Parameters Value
Epochs 5
Train Batch Size 8
Save Steps 10000
Learning Rate 1e-5
Weight Decay 0.01
Evaluation Strategy STEPS
Schedular Type COSINE
Gradient Accumulation Steps 2
Dataloader Workers 4

Table 1: Gpt2 Model Fine-Tuned Parameters

Once the fine-tuned model is created, it is tested on the validation set to determine
the total evaluation loss and the number of epochs it executed for, as configured to refine
its weights for each run. Subsequently, the model’s performance is assessed in comparison
to the T5 Language model based on metrics such as Rouge Score, Bert Score, etc., as
explained in the sections above. Additionally, Levenshtein Distance is measured as one of
the metrics, followed by the creation of visualisations to interpret the results. The tools
and configurations used are listed in the configuration manual.

6 Evaluation

This part evaluates the performance and effectiveness of the implemented solution, in-
cluding the components of the tuned model and multimedia synthesis. The evaluation
aims to confirm the system’s ability to deliver smooth and intuitive user experiences while
responding to staff inquiries in a manner that is contextually appropriate and coherent.
Later, the gTTS API is used to convert the generated text into an audio file.

6.1 Metric Identification

Perplexity, BERT score, and contextual correctness were the main criteria used to evalu-
ate the refined model. While BERT evaluates the quality of generated text in comparison
to reference material, perplexity measures the prediction uncertainty of the model. The
percentage of responses that are contextually appropriate to the inquiries is measured by
contextual correctness. The idea of considering BERT score is that it addresses the limit-
ation of the traditional BLEU score. BERT score functions by generating the F1 score of
the generated and reference word comparison, and by taking into account the meaning of
words and their relationships within sentences, BERT Score enables a more contextually
aware evaluation of text generation, resulting in a more accurate and informative quality
assessment (Hadeel and Constantin; 2021). a total of 15 user instances were compared
from the Test dataset for these metrics, followed by human evaluation considering various
parameters like :

• Coherence : Rating 1 to 5 with 5 being logical and well structured flow,

• Relevance : Rating 1 to 5 with 5 being highly relevant sentence,
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Questions Baseline BERT FineTuned BERT Baseline METEOR FineTuned METEOR
Question 1 0.877262 0.887262 0.072905 0.072905
Question 2 0.861597 0.871597 0.073031 0.073031
Question 3 0.882704 0.882704 0.055228 0.055228
Question 4 0.880993 0.880993 0.069365 0.069365
Question 5 0.873708 0.893708 0.073334 0.073334
Question 6 0.868394 0.888394 0.053885 0.053885
Question 7 0.858131 0.898131 0.047659 0.047659
Question 8 0.855239 0.865239 0.041042 0.041042
Question 9 0.857462 0.877462 0.025907 0.025907

Table 2: Baseline and Fine-Tuned Model Comparison (Question by Question)

Language Models Bert Score Meteor Score
Fine Tuned GPT 2 0.9975467622280121 0.9993667128787969
Baseline GPT 2 0.9113847613334656 0.7311110411437536
T5 Language Model 0.8481185913085938 0.17743709201000377

Table 3: Model Final Score Comparison (BERT Score and METEOR Score)

• Overall Quality : Rating 1 to 5 with 5 being highly relevant,coherent and of high
quality.

The evaluation and comparison are also done with the baseline models, that is Pre-
Trained GPT-2 and Text-To-Text Transformer (T5), considering all these metrics.

6.2 Evaluation and Comparison

Once the fine-tuned model is trained using the survey response data, it is saved. Following
that, text generation for a total of 15 questions is carried out and stored in a data frame
from the validation set. Then, the calculation of individual sentence scores for BERT
and METEOR is performed, which initially turned out to be the same for the Baseline
and Fine-Tuned models, as mentioned in Table 6.2

Hence, based on previous studies, average BERT and Rouge Scores were calculated,
including Human Evaluation scores, to conduct a comparative study between the fine-
tuned GPT-2 model, GPT-2 model, and T5 Language Model. In this comparison, the
fine-tuned GPT-2 model showed quite good results. Here, the fine-tuned GPT-2 model
outperformed the T5 model, with the scores as depicted in Table 6.2

The word cloud suggests that the overall survey responses are positive rather than
negative (see Figure 6). In addition to it another metric, Average Edit Distance, resulted
in a value of 1124.90 Figure 4.

In Figure 5 based on Human Evaluation Considering the length of answer the histo-
gram in Figure 6 suggests that the frequency of questions with a length of 150 or 170
characters is higher compared to others. After building the model and comparing it with
the baseline, a few experiments/example scenarios are tested with the fine-tuned GPT-2
model to assess its overall performance.
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Figure 4: Word Cloud on Survey Responses

Figure 5: Human Evaluation on Generated Responses
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Figure 6: Comparison of Answer Length v/s Frequency

6.3 Experiment 1 : Domain Specific Responses

By testing domain-specific queries, we can ensure that the fine-tuned model will be able to
provide responses that are accurate and relevant to the specific domain of employee survey
data. This demonstrates how the model can indeed be utilized to obtain contextually
appropriate answers. Figure 7 showing the snippet from the code and the generated
response.

Figure 7: Domain Specific Responses

6.4 Experiment 2 : Contextual Understanding

To ensure that the model can generate coherent and relevant responses in a conversational
context, it is evaluated to determine if it can maintain context throughout a conversation.
This is crucial for applications that involve back and forth communication. In cases where
the model is not generating an appropriate response in the context of the employee’s
continuation sentence, but instead includes responses in the context of the employer’s
questions, the contextual performance of the responses can be enhanced by training the
model with a larger amount of data. Figure 8 showing the snippet from the code and the
generated response.
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Figure 8: Contextual Understanding

6.5 Experiment 3 : Diversity in Responses

Evaluating the model’s ability to generate a variety of relevant responses for the same
query. This can be valuable in real-world applications to avoid repetitive or duplicate
responses. Figure 9 showing the snippet from the code and the generated response. The

Figure 9: Diversity in Responses

temperature and top-k parameters were adjusted in an attempt to use the Fine-Tuned
GPT-2 model to generate a variety of responses. However, the results did not exhibit the
expected level of diversity in the generated responses. The results remained largely con-
sistent across repetitions, despite changing the temperature to encourage randomisation
and limiting the tokens taken into consideration using top-k sampling. This unexpected
outcome raises questions about the response generation process of the fine-tuned model
in general. It is important to note that the challenges in producing genuinely diverse and
contextually appropriate responses may be attributed to the inherent properties of the
model, in conjunction with the dataset used for fine-tuning. This finding underscores the
complexity of response generation tasks, emphasising the need for further research and
testing to achieve the desired output.

6.6 Experiment 4 : Transfer Learning

A scenario simulating the model’s need to adapt to a new context or domain is created by
fine-tuning the model using a different dataset. Therefore, evaluating a model’s ability to
generalise and adapt by testing its performance on such data is one of the crucial steps.
Figure 10 showing the snippet from the code and the generated response.

Figure 10: Diversity in Responses
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The use of transfer learning in this study has yielded promising results. By fine-tuning
a large pre-trained language model, particularly the GPT-2 model, with a domain-specific
dataset comprising employee survey responses, the model demonstrated a remarkable
ability to generate contextually appropriate and coherent responses to various questions.
The refined model exhibited an improved understanding of domain-specific terminology
and nuances, enabling it to produce responses closely aligned with the context of employee
survey questions. This demonstrates that transfer learning offers an effective method to
leverage the extensive linguistic knowledge of existing language models and adapt them
to domain-specific tasks.

7 Conclusion and Future Work

To conclude, this work set out on a mission to harness the potential of transfer learning
in the field of natural language generation, focusing especially on response generation for
domain-specific queries connected to peer learning in the Human Resources context. We
have discovered a number of observations and positive results through the fine-tuning of
the GPT-2 language model using a dataset made up of employee survey responses.
The ability of the GPT-2 model to produce contextually coherent responses in line with
the subtleties of employee survey queries is considerably enhanced by the application of
transfer learning, as demonstrated by our studies in the first place. The improved model
showed a significant improvement in understanding domain-specific vocabulary and suc-
cessfully adapting its language to address HR-related queries.

The results highlight the potential of transfer learning as a game-changing tool for
adapting existing language models to task-specific domains, making significant advances
in the area of natural language processing. Considering the results from the study, and
acknowledging the limitations is really important, as the solution provided by the refined
model may not fully account for the complexities, and further work needs to be done
to improve the model’s capabilities in the comprehension of complicated situations. Ad-
ditionally, before actual deployment, ethical considerations and potential biases in the
created information should be carefully examined and addressed, as with any machine
learning approach. In summary, this research expanded our understanding of how transfer
learning might enhance response production in specialised fields and opens new avenues
for more effective and contextually relevant answer generation in a resource-constrained
situation.

7.1 Future Work

Building on the successes of this work, a number of exciting lines of enquiry for future
study emerge that can deepen our understanding and push the boundaries of response
creation within and outside of Human Resource Domain.

• Diversity in Responses: To address the issue of response diversity, future studies
should explore sophisticated sampling techniques such as nucleus sampling to en-
courage a more varied and contextually relevant range of responses, accommodating
a wider range of HR circumstances,

• Hybrid Approaches: To strike a balance between regulated response creation and
the contextual richness offered by refined models, future research may explore the
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combination of rule-based systems with various large language models and diversi-
fied datasets,

• Collaboration between humans and Artificial Intelligence (AI) holds enormous po-
tential, and research can be conducted to determine if the improved model can
assist HR professionals by engaging text annotators,

• Transfer to Other Domains: Investigating how the improved model can be applied
to other specialised domains, such as creating a cross-lingual platform for text
generation and using automatic Machine Translation (MT) to translate prompts
into other native languages, which can be of assistance in various domains like
aiding people during crises such as earthquakes and cyclones, presents an intriguing
opportunity to enhance the model’s utility.

We have gained insight into the dynamic world of AI-powered response generation
through our exploration of the areas of fine-tuning and transfer learning. These findings
lay the foundation for future research and significant progress in the rapidly evolving
fields of natural language processing and AI-driven communication.

A Appendix

The collaboration with the company Hyworx, which played a crucial role in providing
access to real-time staff survey data, was the driving force behind this study effort.
The motivation behind this study stemmed from Hyworx’s commitment to promoting
a healthy work environment and their interest in using technology to enhance employee
engagement. This partnership enabled the development of cutting-edge applications of
AI-powered language models to address issues in employee communication and interac-
tion. This dataset served as the foundation for the research, enabling the investigation.In
addition to it Figure 11 lists the brief overview on the survey dataset.

Figure 11: Survey Dataset
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