
 
 

 
 
 
 
 
 
 
 
 
 

 

A Machine Learning Pose Detection 

Framework to Identify Suspicious Activity 
 
 
 
 

 

Research Project – Configuration Manual 

MSc Data Analytics 

 
 
 

 

Rajat Deepak Agrawal  

Student ID: x21172030 
 
 
 

School of Computing 
 

National College of Ireland 
 
 
 
 
 
 
 
 
 
 
 

Supervisor: Paul Stynes 



 

 
National College of Ireland 

 

MSc Project Submission Sheet 

 

School of Computing 

 

Student 

Name: 

 

……Rajat Deepak Agrawal…….……………………………………………………… 

 

Student ID: 

 

………………x21172030………………………………………………………………………….…… 

 

Programme: 

 

…MSc Data Analytics……… …………… 

 

Year: 

 

2023………. 

 

Module: 

 

…Research Project -Configuration Manual……………………………….….……… 

 

Lecturer: 

 

……Prof. Paul Stynes …………………………………………………………………….……… 

Submission 

Due Date: 

 

………………14/08/2023…………………………………………………………………………….……… 

 

Project 

Title: 

 

……A Machine Learning Pose Detection Framework to Identify Suspicious 

Activity…………………………………………………………………………………………….……… 

Word 

Count: 

 

1755………………………………… Page Count: ……12…………………………….…….……… 

 

I hereby certify that the information contained in this (my submission) is information 

pertaining to research I conducted for this project.  All information other than my own 

contribution will be fully referenced and listed in the relevant bibliography section at the 

rear of the project. 

ALL internet material must be referenced in the bibliography section.  Students are 

required to use the Referencing Standard specified in the report template.  To use other 

author's written or electronic work is illegal (plagiarism) and may result in disciplinary 

action. 

 

Signature: 

 

……Rajat Deepak Agrawal…………………………………………………………………… 

 

Date: 

 

…………………………………………14/08/2023……………………………………………………………… 

 

 

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 

 

Attach a completed copy of this sheet to each project (including multiple 

copies) 

□ 

Attach a Moodle submission receipt of the online project 

submission, to each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, both 

for your own reference and in case a project is lost or mislaid.  It is not 

sufficient to keep a copy on computer.   

□ 

 

 

Assignments that are submitted to the Programme Coordinator Office must be placed 

into the assignment box located outside the office. 

 

Office Use Only 

Signature:  

Date:  

Penalty Applied (if applicable):  



1 
 

 

 
 

A Machine Learning Pose Detection Framework to 

Identify Suspicious Activity 
 

Rajat Deepak Agrawal 

Student ID: x21172030 

 
 
 

1 Introduction 
 

This configuration manual describes the steps which were taken in the implementation of the 

research project ‘A Machine Learning Pose Detection Framework to Identify Suspicious 

Activity’. The document gives information about steps taken to acquire the data, system 

specifications for the project, libraries used, and code walkthrough which has been used for 

the implementation. 

The document is divided into 6 sections. Section 2 consists of system requirements, section 3 

gives information about data collection, section 4 gives information on data preprocessing 

and transformation, section 5 gives information about models which were analyzed, and 

section 6 provides information on alarm system. 

 

2 System requirements 
 

The implementation of this research was done on google colab pro platform. The whole 

research was implemented using Python as programming language. The GPU hardware 

accelerator used was A100 on colab. The dependencies which needed to be installed was 

YOLO5 using git cloning. 

 
Figure 1 GIT cloning for YOLO 

 
Figure 2 All the Necessary Libraries 
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Figure 1 shows the commands to follow for YOLO installation while Figure 2 shows all the 

other libraries which needs to be installed before further processing. 

 

3 Data Collection 
 

To implement the study, a publicly available dataset called ‘UCF-Crime’ was used. The data 

consisted of 1900 surveillance videos which were 128 hours long in total. These videos 

consisted of 13 classes of suspicious activities such as Abuse, Arrest, Vandalism, etc.  

https://www.dropbox.com/sh/75v5ehq4cdg5g5g/AABvnJSwZI7zXb8_myBA0CLHa?dl=0) 

 
Figure 3 Dataset 

 

As the data is almost 100GB’s of size it is present on the open Dropbox link provided by 

creators. This data needs to be copied onto our personal dropbox for the purpose of 

implementation. 

To download the data onto google colab Dropbox API needs to be used using python. To 

access the data a scoped application needs to be created on Dropbox developer website. The 

steps are as follows: - 

1. Navigate to the Dropbox App Console at 

https://www.dropbox.com/developers/apps/ . 

2. Select the "Create app" option and select "Scoped access" from the menu. 

 

Figure 3 Creating Scoped App on Dropbox Developer Page 

3. Select the type of access which is required (like accessing just files and folders, or 

team member file access or full Dropbox access etc). 

https://www.dropbox.com/sh/75v5ehq4cdg5g5g/AABvnJSwZI7zXb8_myBA0CLHa?dl=0
https://www.dropbox.com/developers/apps/
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4. Name the app and navigate to the permission sections.  

 

Figure 4 Granting Permission 

 

5. Provide permission for read/write. 

6. After the permissions are given navigate to settings section and click on ‘Generate’ 

key.  

7. Copy that key and paste it in below code snippet. 

 

Figure 5. Access the data using access token  

 

After the above code is executed, the list of files in the Dropbox can be seen using the code 

below. The code uses Dropbox APIs to download the data files from the Dropbox to google 

colab. 

 

 
Figure 6. Downloading the files on google colab 
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 Figure 7. Extracting the downloaded files 

s 

In the next step, the data zip files are extracted, and the folders of the same name are created 

(Figure 6). 

 

 
Figure 8. Moving all class files in one folder 

 

The data is divided into 5 folders. The first four folders starting with the name anomaly 

consist of videos of 13 different types while the fifth folder consists of normal event videos. 

As these classes are in different folders, these folders are moved into one single folder. 

 

 

 
Figure 9. Moving the Normal event files 

 

The same is done with normal event videos. They are also moved into the same folder with 

all the other classes. After all the videos are moved in appropriate places, we can see the 

video list using the snippet below. 
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Figure 10. List of all class files 

 

4 Data Pre-Processing, Feature Creation and 

Transformation 
 

        

 

 
 

Figure 11. Loading of Mediapipe BlazePose and YOLO 
 

As the first step in data preprocessing, Mediapipe Blazepose model instance is initialized 

using mp. solution. pose. Similarly, for the people detection part in further script ‘YOLO5’ 

model is loaded. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 12. Video preprocessing and information retrieval 

 

In the above nested loop, glob function is used to find out video paths in all the class folders. 

The above section of code is used to capture video information such as number of frames in 

total, frame rate per second and duration of video. The variable ‘step’ works as parameter in 

further code where it makes the algorithm consider every n’th frame for processing. Here in 

the above code ‘n’ is value 30.  
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Figure 13. Video preprocessing and information retrieval 

 

For the next step, for every video BlazePose model is initialized. For every video OpenCv 

opens a video cap and starts converting videos into frames. When the frame number matches 

the multiple of step variable provided, that frame is extracted for pose estimation. Then the 

YOLO model is applied on this frame using model(frame) function. After that the results are 

stored in ‘results. If there are multiple people in the frame, the crop () function of YOLO 

crops these people and stores it in the form of image at the path ‘content/yolo5/runs/ 

detect/exp/crops/ person’. Every image from the path is processed using OpenCV. Every 

cropped image is then converted from BGR format to RGB before being sent for pose 

estimation.  

When sent to pose estimation, pose. landmarks are stored in variables called results. These 

landmarks consist of 33 keypoints in the form of x, y, z. These landmarks are then converted 

into customised geometric features such as shoulder distance, elbow distance, shoulder angle 

and arm to height ratio. After these features are calculated they are stored in the form of 

dictionary. After they are safely stored in dictionary all the unnecessary variables are deleted 

and garbage collector is called. After the processing is done for every frame, its cropped 

images are deleted for optimal use of storage. 
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Figure 14. Store features into dataframe 
 

For every frame the results are stored in a master dictionary and later combined into a 

dataframe.  
 

 

 

 

The dataframe is checked if any empty column has been generated in it or not before further 

processing.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15. Label Annotation  
 

After that, a column named ‘Activity_Recognition_Label’ is generated for the annotation of 

activities based on the video paths as those paths contain the information about subfolders. 

These subfolders' names contain the names of the classes. 
 

     

  

 

After names are converted the dataframe is checked again for ‘unknown’ labels. 
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Figure 16. Changing Labels to Suspicious or Normal 
 

Create another label column called ‘Activity_Label’ which contains information of if the 

activity is suspicious or not. 

If we are trying to create a binary classification model, 

 

 

 

 
Figure 17. Label Encoding 

 

Here the labels of the data are converted from strings to numbers using a label encoder. 
 

 

 

 

 

 

 

 

 

Figure 18. Scaling and handling imbalance data 
 

After label encoding the data is split into two parts training and testing. Later standard scalar 

is applied to the data for scaling the data between 0 to 1 so that one feature doesn’t dominate 

the model result because its range is high. Later SMOTE technology is used to create 

synthetic data which is integrated into original to address the problem of data imbalance. 
 

 

 

5 Data Modelling and Evaluation 
 

This study proposes to create two different models where the primary model is used to detect 

if the activity is suspicious or not and the second model is used to recognize the type of 

activity. All the machine learning models were created in the same way but for deep learning, 

the number of neurons and number of layers were changed to get better results. 
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5.1 DNN model  

for suspicious activity identification, 

 
Figure 19. DNN to predict if actvity is suspicious or not 

 

For activity type recognition, 
 

 
Figure 20. DNN to predict activity type 

 

 

 
 

Figure 21. Classification Report 
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Here is the model. predict () function is used for predicting the data while le. 

inverse_transform () is used for inverse transformation of the converted labels.  
 

5.2 XgBoost model  

In the case of machine learning the models followed the same approach where gridsearch () 

was applied to models to find the best parameters which is then used to create the model. For 

evaluation part the models used classification report and accuracy score. 
 

 
 

 
Figure 22. XgBoost Model creation and Evaluation 

 

5.3 Random Forest Model  
 

 
Figure 23. Random Forest Model creation and Evaluation 
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5.4 LightGBM Model  
 

 
 

Figure 24. LightGBM Model creation and Evaluation 

 

6 Alarm System  
 

 
 

Figure 25. Alarm system using Twilio 

 

 

As an alarm system the framework uses twilio library of python. This library provides a 

facility of audio, video or email using python. To access this one must register on twilio and 
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open a free account. The twilio provides an account number and authentication token which 

needs to be used as shown in the above diagram. 
 
 
 
 

 
 

Figure 26. Real time prediction 

 

The above method is called when multiple frames at a time are predicted as suspicious 

consecutively. 
 


