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1 Introduction 
 
The configuration manual provides various components that were required to perform the 
research project. The description of hardware and software configuration used for model 
implementation and evaluation is described in Section 2 and Section 3. The overall flow of this 
configuration manual is stated below, along with the snapshots of code artefacts. 
 

• Data collection and loading 
• Data splitting and pre-processing 
• Model Implementation for sign language recognition 
• Model Evaluation 

 
 

2 Hardware Configuration 
 
The hardware configuration used to implement the research project is described below in Table 
1.  
 

Table 1: Hardware Configuration 
 

Machine Name Apple MacBook Pro M1 chip 

Processor  macOS Ventura version 13.4.1, Apple M1 Chip, 8-
core CPU, and 8-core GPU, 16-core Neural Engine 

RAM 8 GB 

 
 
3 Software Configuration 
 
Python code has been performed on Google Colab. Different tools and libraries used for 
implementation of the research project is mentioned below and Fig. 1 depicts the same. 
 

• Python 3.10.12 
• Google Colab Pro Plus - A100 GPU accelerator 
• Keras and TensorFlow 
• OpenCV and few other for pre-processing 
• Matplotlib for visualisation 
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Fig. 1: Python libraries 
 
 
4 Data Collection and Loading 
 
American sign language dataset was selected for recognising hand gestures which was obtained 
from Kaggle. Due to large image size, the data is firstly uploaded to google drive and zip file 
was created. Then, Google drive was mounted with Google Colab. Further, these zipped folders 
are located and stored in a destination folder at ‘/content/my_data’. Then, these folders are 
unzipped to prepare for data splitting and pre-processing. Below Fig. 2 shows the code artefact 
of the same.  
 

 
 

Fig. 2: Data Loading 



 

3 
 

 

 
5 Data Splitting  
 
The author has implemented two different models, namely Convolutional Neural Network 
(CNN) and Residual Network 50 (ResNet50). The data is splitted into two different types for 
each of them which is explained further in next sub-sections (5.1 and 5.2). 
 
5.1  CNN model 
 
In CNN model, few libraries such as random, train_test_split, and NumPy are loaded for 
iteration and splitting of dataset. Below Fig. 3 shows the iteration of each class folder to collect 
the image paths and their labels. The data is then shuffled and converted to NumPy arrays. 
Finally, the training dataset is divided into 60:20:20 ratio which contains 60% training images, 
20% validation and testing images. This splitting was then verified by printing their shapes 
which is shown in Fig. 4.  
 
 

  

 
 

Fig. 3: Splitting of dataset - CNN model 
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Fig. 4: Splitted dataset - CNN model 
 

 
5.2   ResNet50 model 
 
In ResNet50 model, a new base path is created for training and testing dataset. The training 
dataset consist of 29 folders and hence the same folders are created with same name in testing 
dataset. Then, the images are moved randomly from training set to testing set in 80:20 ratio. 
Fig. 5 shows the code snippet for the same.  
 

  

 
 

Fig. 5: Splitting of dataset - ResNet50 model 
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6 Data Pre-Processing 
 
Once the data is loaded, some visualizations were performed to check the distribution of the 
datasets. A plot for number of samples for each dataset is depicted. In addition, a sample images 
of ASL dataset were also shown. Both the diagrams are represented in technical report. After 
this, the images were loaded and pre-processed which is explained separately for both the 
models in next sub-sections (6.1 and 6.2). 
 
6.1 CNN model 
 
For data pre-processing in Fig. 6, the images are firstly read from the specified path which 
takes the input path and their labels. They decode the 3 colour channels in the images and then 
perform resizing and normalisation. Further, autotuning and shuffling of images takes place 
with a batch size of 32. The same process is then repeated for validation and testing sets.  
 
 

 
 

Fig. 6: Data Pre-Processing - CNN model 
 
 
6.2 ResNet50 model 
 
For data pre-processing of second model, an ImageDataGenerator function is applied for data 
augmentation method. An image height and width are considered as 224, with 3 channels. 
Later, some transformations like rescaling, rotation, zooming, flipping, etc, were applied on 
training and testing dataset. Below Fig. 7 shows the same. 
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Fig. 6: Data Pre-Processing - ResNet50 model 
 
 
 
7 Model Implementation 
 
The author implemented two Deep learning algorithms, CNN and ResNet50 for sign language 
recognition. The feature extraction and modelling for both the models are explained below.    
 
7.1 CNN model 
 
CNN model consist of three convolutional and three maxpooling layers with different filter 
sizes. It is followed by ReLU activation function. These layers perform the feature extraction 
by adding some filters to them. A flatten and dense layer is also included with a softmax 
activation function. This model is then compiled using Adam optimizer and the summary is 
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printed. Early stopping callback is provided during training. Below Fig. 7 is the code snapshot 
for the same.  
 

 
 

Fig. 7: CNN model construction 
 
This model is then trained on 5 and 10 epochs with a batch size of 32 samples. The model’s 
performance is checked on testing data with matrices such as accuracy, loss, Top k accuracy, 
and Binary recall. Fig. 8 shows the same.  
 

 

 
 

Fig. 8: Training CNN model 
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7.2 ResNet50 model 
 
A base model of ResNet50 was created which was added with convolutional layers to form a 
master model. This combined model is compiled and trained on training dataset with  5 epochs 
and 32 batch size. The models performance is checked on testing dataset with evaluation 
matrices such as accuracy, precision, recall, AUC, and loss as seen in Fig. 9.  
 

 

 
 

Fig. 9: ResNet50 model construction and training 
 
 
8 Model Evaluation 
 
Both the models are evaluated on few matrices which are mentioned in above section. After 
testing the model’s performance, CNN model outperforms ResNet50. Further, a plot of 
accuracy and loss was demonstrated using Matplotlib library. Fig. 10 shows the code snippet 
for CNN visualisation and Fig. 11 depicts the plots. 
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Fig. 10: Code snapshot for CNN visualisation 
 
 

      

                            
 

Fig. 11: Plot of accuracy and loss 
 


