
Configuration Manual 

1. System Requirements 
RAM: 32GB 

OS: Windows and Google Colab 

Processor: i5 Intel  

GPU: 4 GB Nvidia, T4- Google Colab 

 

2. Steps to work 

Here are the actions you need to take to manually run the image captioning model: 

 

1. We gather information. 

Gather any and all cricket-related visuals. Filter out incompatible graphics and download 

around 1000 photos. 

Separate the cricket dataset into a training set of 800 photos and a test set of 200. 

Use an external dataset, such as Flickr8k, if you need a more substantial dataset. 

 

2. Images are loaded and features are generated. 

To use the InceptionV3 model, you'll need to load the photos and preprocess them to a 

specified size (for example, 299x299). 

Extract 1x2048-dimensional vectors of picture features using a pretrained InceptionV3 

model. 

 

3. Textual pre-processing and image caption loading constitute this step. 

Incorporate the captions into a dictionary that links the filenames of images with their 

descriptions. 

Get rid of punctuation and capitalise just necessary words when processing text. 

Each caption has to have "captionstart" and "captionend" added so the model can read them.  

 

4. Loading Data Consisting of Processed Images and Captions 

Encode the sanitised captions by employing a tokenizer to convert the words into a series of 

integers. 

Get the data ready for model fitting by splitting it into input and output pairs. 

 

5. Model Fitting and Definition 

An image feature extractor, sequence processor, and decoder make up the image captioning 

model, which you must define. 

Train the model by giving it data in batches using a generator function. 

Keep track of the several trained models over time and pick the best one according to how 

well it does on the development dataset. 

 

6. Model Completion 

Choose the best-performing model in an unexplored dataset (Flickr's training data for BLEU-

1, cricket's test data for BLEU-2). 

The completed model should be saved for later usage. 

 

7. Assessing the Model 



Put the model to the test with real data. Compute BLEU scores by comparing expected and 

reference captions. 

 

8. Create Test or New Captions for Images 

Bring up the tokenizer and trained model you made before. 

Caption start word ("captionstart") and maximum length must be specified. 

With each fresh or test picture: 

   >> Make use of InceptionV3 to produce picture features. 

   >> The trained model should be used to guess the next caption word until the "captionend" 

keyword is encountered. 

   >> To get the anticipated caption, just take off the first and last words. 

Check the quality of the produced captions to see how well the model performed. 

2. Dataset 
First step is to find suitable dataset to build an image captioning problem. As we are more 

interested towards sport specific captioning, we will be choosing cricket domain related 

images. We have downloaded around 1000 images from internet via python code. For cricket 

data, as we have very small dataset, we will use 800 images as train data and 200 images as 

test dataset. Although some of the images from cricket data will be filtered out due to non-

supported visuals like gif files. In our final cricket captioning model, we will have total 720 

images, out of which 575 will be used for model training and remaining 145 will be used for 

model evaluation (test data).  There are many open datasets like Flickr8k dataset, Flickr30k 

dataset & Microsoft COCO dataset which contains 180k images. We want to build an image 

captioning model using normal hardware and building model using large image dataset is not 

feasible on normal laptops. Therefore, we will be using Flickr8k dataset for this model 

development. This data can be downloaded from Kaggle platform without any cost. This 

dataset is a benchmark collection of 8000 images from different domains with 5 captions per 

image. All these captions provide major content info of any image. This dataset has pre-defined 

6000 images as training data, 1000 images as development data and remaining 1000 images a 

test data. A sample of Flickr image captioning is provided below: 

 

 
Figure 1. Sample image from Flickr8k data 

For above Fig 8, below are the 5 different captions provided by experts: 

Caption1: a black dog is running after a white dog in the snow 

Caption2: black dog chasing brown dog through snow 

Caption3: two dogs chase each other across the snowy ground 

Caption4: two dogs play together in the snow 

Caption5: two dogs running through a low lying body of water 

Cleaned descriptions of last step need to be encoded as numbers or each word should be 

assigned a number. This step will be helpful in upcoming sequence processing step. Keras 



provides a class named as Tokenizer which can learn the mapping for each word of a loaded 

description and assign a unique number to each word. Now we need to prepare the cleaned text 

data and image feature vectors as per model fitting requirements. We know that we cannot pass 

complete caption as target variable of image captioning model. We need to pass word-by-word. 

To perform that, we need to encode the captions. Each image caption will be divided into 

words. Model will be provided image feature vector and one word at a time and it will generate 

next word. Then first two words and image feature vectors will be given as inputs to generate 

next word. This will the process of model training. Below example (Fig 9 and Table 9) provides 

an easy to understand explanation of the training data preparation: 

 

Figure 2. A sample image of cricket data 

Caption Generated: A fielder is catching the ball 

Table 1. Data preparation for image captioning training 

S.N. Image feature vector (Input1) Word embeddings (Input2) Output 

1 Image_1 captionstart a 

2 Image_1 captionstart a fielder 

3 Image_1 captionstart a fielder is 

4 Image_1 captionstart a fielder is catching 

5 Image_1 captionstart a fielder is catching the 

6 Image_1 captionstart a fielder is catching the ball 

7 Image_1 captionstart a fielder is catching the ball captionend 

 

3.Code Snippets 
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