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Abstract  

Captioning images automatically is a difficult problem that spans both 

computer vision and natural language processing. Recent attention has been 

spurred by the importance of this job in applications like as self-driving cars, 

helping the visually handicapped, and improving the detection of malicious 

activities. Captioning photos of cricket matches is of particular interest in this 

research. Approximately a thousand pictures of cricketers were gathered and 

labelled with an average of two captions each. We have personally collected 

cricketer images and generated associated labels, making this dataset a valuable 

contribution to our research. The created model for cricketer picture captioning 

was compared against the popular Flickr dataset, which consists of 8,000 

photographs with five captions each. The study used a Long Short-Term Memory 

(LSTM)-based Recurrent Neural Network (RNN) to process textual captions, and 

a pre-trained InceptionV3 model to extract picture data without the classification 

layer. An image feature extractor, sequence processor, and decoder make up the 

model's architecture. The accuracy of the predicted captions was compared to the 

accuracy of the reference captions using BLEU ratings. Both BLEU-1 (uni-gram 

scoring) and BLEU-2 (bi-gram scoring) were used in the model selection process. 

Caption loading, caption prediction for new photos, and other implementation 

issues are discussed in length. While the cricket captioning model performed 

admirably on cricketer-related photos, it struggled when applied to unrelated 

images. However, on photographs of cricketers, it beat a model trained using data 

from Flickr. In contrast, the Flickr-trained model performed exceptionally well 

over a wide range of domains since it was built on a more comprehensive dataset.  

Keywords: Automatic Caption Generation, computer vision, natural language 

processing, visual assistants, sports-related captioning, cricket images, recurrent 

neural network, bias-variance estimation units (BLEUs), model selection, 

attention-based modules, hyper-parameter tuning for large CNN models, and 

image feature vectors.  

  

Chapter 1. Introduction  
  

Automatic image captioning means providing textual description of an image or the content 

observed in that image. To explain in little more details, observe below image Fig1:  

  
Figure 1. Cricket field image (ref: Google-search) 



  

It's possible that after looking at Figure 1, one of us will remark, "A fielder is attempting to 

catch a cricket ball." Different people will describe the same action in different ways: "A fielder 

is diving to have a catch on grassy field," and "A player dressed in green and yellow is diving 

to have a catch." We are well aware that the previous captions are all extremely relevant to 

Fig.1. In addition, we are cognizant of the fact that this is a really easy task for human beings. 

In order to provide a detailed description of an image, we just need to peek at it briefly. A little 

youngster of around six years of age would have no trouble at all with this task. However, a 

machine or computer would have a hard difficulty making sense of that image.  

1.1 Motivation  
Even the most accomplished computer vision specialists had difficulty solving this challenge 

until the advent of deep neural networks in recent years. But with deep learning's progress, we 

can easily do this task if we can locate the necessary datasets. This problem was very much 

researched by Karpathy, A., & Fei-Fei, L., 2015. They researched this topic in great details. 

Karapathy, A. [2015], explained how deppe learning models, image data and respective textual 

descriptions can be used to develop an end-to-end imag captioning model. Since then, image 

captioning has been an interesting topic and received a very good amount of attention in past 

few years because of its importance in real life applications. Particularly, an image captioning 

model has two type of methods where it will require computer vision models to understand the 

content like corners, edges, density etc. in an image and a language model or natural language 

processing model will be required to understand the textual description or caption in proper 

order. In recent times, deep learning models have state-of-art results on examples of image 

captioning problem. The most interesting thing about these models is single end-to-end deep 

model architectures can be defined to predict image caption when a photo is loaded without 

need of sophisticated data pre-processing or a pipeline of some specific models.  

1.2 Aim   
The purpose of this study is to explain that how computer vision and natural language 

processing can be used to solve image captioning problem given an image as input. First, we 

should understand how important this problem is some real life applications.  Let’s explore 

some of the use-cases where automatic image captioning can be significantly useful. Visual 

assistance to blind/needy people: It can be implemented in a product that will guide them on 

public places. It can be done by first creating the scene into textual description and then text 

data to audio speech. Now, both tasks are quite famous in deep learning. Currently NVIDIA 

research team is working on such product. Crime reduction: Nowadays, CCTV camera are 

around most of the places. If we can implement image captioning based alarms that will help 

to reduce crime or malicious activities. Tuning google image search: Automatic image 

captioning can improve google image search as excellent as google search. Once we upload 

the images, automatic captions will be generated and captions related images or content will 

be searched. Self-driving cars:  Automatic vehicle driving is one of the biggest challenges. If 

automatic captioning can elaborate the scene near to car, it will be a great boost for self-driving 

car projects. Some of other use-cases are caption suggestion during uploading the image, 

indexing an image etc.  

1.3 Research Hypothesis  
This study is conducted to fulfil following objectives:  

RQ1: How to develop an image captioning model on any sport specific data that can help in 

giving a briefing happening in videos/images?  



RQ2: How to build image captioning model on some standard data to compare the performance 

of sprt-specific captioning?  

RQ3: How to make a system that will help the blind people and for other use cases? RQ4: 

What are the important algorithm performance analysis found out?  

  

Further chapters of report are structured as follows: Next section of this chapter presents the 

objective of our study. Chapter 2 describes the literatures or research papers considered/referred 

for this study. Chapter 3 describes the methodology used in current study including details of 

standard CNN architecture InceptionV3 model, LSTM model, GloVe model, BLEU scores etc. 

Chapter 4 presents the implementation of our study, which explains dataset preparation, loading 

image & captions, pre-processing images and captions, preparing train samples, model fitting, 

model selection, model testing & prediction on new unseen images. Chapter 5 puts forward the 

results of both cricket captioning model & Flickr-trained model and provide the comparisons, 

model evaluation results & other insights related to model & data etc. Chapter 6 presents the 

summary and findings of present study and scope of future work. References for the project 

work are presented in the last section.  

  

Chapter 2: Literature Review   
  

To attain the objectives of our research on the concepts of Multimodal learning in the most 

efficient way we can, we would do a literature review of 21 research papers published by many 

reputed authors who have a lot of expertise in the field of Machine Learning, especially 

Multimodal learning. Some of the research articles which we would use as references for our 

study are as follows-:  

2.1 Research done in this field in the aspect of Multimodal learning  
The results of a unique shared job in Natural Language Processing and Computer Vision are 

presented in (Specia, L., Frank, S., Sima'An, K., & Elliott, D., 2016). The work involves 

generating picture descriptions in a target language from an image and/or descriptions in a 

source language. This task requires taking an input image and utilising it to generate textual 

descriptions in the target language. The tournament, which took place during WMT16, had 

tasks including creating translations and summaries. A total of sixteen translation systems and 

seven description systems were submitted by 10 separate teams.  

Martinec and Salway's (2005) study provides a standardised framework of image-text 

connections for multimodal discourse. This approach integrates the semantic and logical 

relationships between images and words. For both human and machine analysts, it identifies 

units, describes each image-text pairing, and explains the logical-semantic and status 

connections. The algorithm can tell the difference between new and traditional media when it 

comes to image-text links.  

The multitask learning framework was proposed in 2017 by Elliott, D., and Kádár, A. By 

decomposing multimodal translation into the translation and visual grounding tasks, this 

paradigm improves translation accuracy. The Multi30K dataset is a good fit for this approach, 

but other MS COCO datasets might also benefit from it. Training on parallel text and 

descriptive image datasets has little impact on performance, and improvements to text-only 

baselines may be made with the help of image prediction. Next steps include expanding the 

decomposition's scope to encompass other natural language processing issues, trying out other 

picture prediction architectures, learning new methods for inputting anticipated images, and 

implementing multitasking at both the encoder and the decoder levels.  



In (Mao, J., Xu, W., Yang, Y., Wang, J., & Yuille, A.L., 2014), the authors present a multimodal  

Recurrent Neural Network (m-RNN) model for generating phrase descriptions for images. 

Phrase synthesis is handled by a deep recurrent neural network, while image description is 

handled by a deep convolutional neural network. Both word generation and picture description 

probabilities are modelled using these two separate networks. The m-RNN model gets a 

significant performance boost over the state-of-the-art and state-of-the-art generating 

methodologies when compared on three separate datasets.  

According to a report (Langlotz, C.P., Manning, C.D., Miura, Y., & Zhang, Y., 2022) ConVIRT 

is an unsupervised learning strategy that uses linked descriptive text to learn visual 

representations in the medical field. This strategy is not domain-specific and does not require 

the input of experts. It consumes just 10% as much labelled training data as an 

ImageNetinitiated counterpart does, demonstrating more efficient use of data. It also 

outperforms strong baselines in most cases. Compared to its ImageNet-initiated counterpart, 

ConVIRT requires just 10% as much labelled training data.  

There is a great opportunity for colleges and universities to create inclusive, engaging 

classrooms via the use of educational technology. The incorporation of multimedia into 

classrooms has opened up new avenues for teaching and learning. Students had positive 

experiences with multimodal learning components, however the findings of an experiment 

showed that having many representations of the same material did not boost learning 

performance. This study (Sankey, M., Birch, D., & Gardiner, M.W., 2010) found that teachers 

should think critically about which representations of essential ideas to include in their lessons. 

They should pay special attention to the use of audio and video.  

Research on the multimodal approach to learning in the setting of the science classroom (Jewitt, 

C., Kress, G., Ogborn, J., & Tsatsarelis, C., 2001) focuses on the interaction between verbal, 

visual, and tactile modalities of communication. Students' interests and life circumstances drive 

the curriculum's emphasis on choosing, adaptation, and change. The goal of this research is to 

find out if and how analogy was used in the composition of four scientific essays by 

seventhgraders regarding onion cells.  

2.2 Research done towards Language Translation using Multimodal methods  
Cognitive behavioural therapy (CBT) employs the techniques of bidirectional translation 

training and reinforcement learning to assess cross-modal association. Qi, Peng (2018 ed.). Its 

effectiveness in cross-modal retrieval has been experimentally examined against state-of-theart 

techniques on a number of datasets, with encouraging findings.  

The second shared goal is multimodal machine translation, which requires the development of 

19 separate systems by 9 separate groups. While multimodal systems have made strides, 

textonly solutions are beginning to offer formidable competition. Both internal and external 

resources are given equal weight in the evaluation process, as stated by Elliott et al. (2017). 

This demonstrates the creative possibilities of combining textual and visual elements.  

This technique breaks down the steps of multimodal translation into their constituent parts, 

which are translation and the development of grounded representations. This aids translation 

because it facilitates the acquisition of many skills at once. The Multi30K and MS COCO 

datasets attest to its efficacy, and Elliott and Kádár (2017) claim that it is adaptable to 

improvements in picture prediction and other architectural changes.  

With their work on video-text retrieval, Mithun et al. (2018) have made significant strides 

forward. This approach consists of a fusion mechanism, a modified pairwise ranking loss, and 

multimodal cues. the superior performance is attributable to the utilisation of multimodal 



correlation for enhanced embeddings, as seen in particular in experiments including MSVD 

and MSR-VTT.  

This method primarily focuses on segmented photographs and the relationship between text 

and those visuals, and it makes use of auto-annotation and the labelling of areas to predict 

words for whole images as well as individual sections. This is accomplished by examining the 

degree to which the text and the images are comparable. This approach is useful for both image 

classification and object detection since it analyses annotated shots. Barnard and coworkers 

demonstrated this in 2003. Furthermore, it offers additional metrics against which success may 

be judged.  

Multi30K's German translations and crowdsourced descriptions are an expansion of the 

Flickr30K project. The quirks it contains make it useful for multilingual workloads and 

multimodal machine translation, but it also creates challenges. The research of Elliott and 

colleagues suggests that. Its purpose is to encourage community engagement in the creation of 

different datasets in order to further multilingual and multimodal research.  

By analysing the data, Baltruaitis et al. (2018) examine into the impact that deep learning has 

on multimodal intelligence. Acquisition of representations, fusion of signals, and application 

development are three possible areas of study. Basic principles like as embeddings and the 

fusion of different forms of information are explored, along with applications such as the 

conversion of images to text, the manufacture of images from text, and the answering of visual 

inquiries. Its goal is to facilitate further investigation into a field that is continually expanding..  

2.3 Research done in the field of Multimodal learning with Deep Learning  
According to a study by Kiros and coworkers (2014), this work provides a taxonomy of recent 

developments in multimodal machine learning that goes beyond fusion techniques. As well as 

tackling wide-ranging issues including representation, translation, alignment, fusion, and 

colearning, this paradigm is useful for gaining an overall perspective on the field and charting 

the course for future study.  

I. Study by Summaira et al. (2021) Images, movies, texts, sounds, facial expressions, and 

physiological data are all considered in this analysis of multimodal deep learning. This 

investigation is meant to include a wide range of modalities, including physical actions, 

emotional states, and other biometric indicators. In doing so, it sheds light on prior work in the 

subject as well as future possibilities for application development by providing a thorough 

categorization of applications, architectures, datasets, and assessment metrics.  

Researchers found that using a mix of deep convolutional and recurrent neural networks, the 

m-RNN model can produce captions for images. In particular, it outperforms state-of-the-art 

methods in retrieval tasks on standard datasets.  

S. Kiros et al. (2014) [Insert citation here] This approach proposes a unified framework by 

combining the functions of vision and language through the medium of conditional text 

generation. The ability to learn several tasks concurrently inside a single constraint space, as 

well as its competitive performance and generalisation, making it an attractive option.  

Article by Zhu et al., published in 2017. Using a conditional generative model with a 

lowdimensional latent vector, the authors of this paper present a solution to the problem of 

ambiguous image-to-image translation. This method employs a bijective connection to 

guarantee uniformity between latent encoding modes and output modes, which both reduces 

the likelihood of mode collapse and yields a more diverse set of realistic results.  



Researchers Chen et al., 2020 indicate that UNITER is offered as a general-purpose 

representation after extensive pre-training on many image-text datasets. Using techniques like 

optimal transport-based alignment and conditional masking, it achieves state-of-the-art 

performance across a range of visual-linguistic tasks.  

2.4 Summary of the papers researched  
The ability to generate image descriptions in target languages and model cross-media imagetext 

relationships are two indicators of this potential's actualization. Contrastive learning and joint 

embedding are two examples of the methods that simplify translation work and facilitate the 

creation of trustworthy medical visual representations. Unified Image-Text Representation 

(UNITER) and other recent frameworks have shown the promise of using pre-trained models 

for a wide range of visual-linguistic applications. Accurate and diverse photo captions are being 

generated thanks, in part, to the study of deep learning, recurrent neural networks, and 

convolutional networks in multimodal situations. By utilising common benchmarks, 

evaluations, and surveys, these research help fill in the gaps in our understanding of multimodal 

machine learning. With this knowledge comes new avenues for research and potential 

applications.  

2.5 Research Contributions  
The major goal of this study was to create and test an image captioning model for crickets. On 

average, two captions were added to each of the roughly one thousand photos of crickets that 

were collected. We also used the widely-used Flickr8k dataset for comparison, which includes 

8000 photos and 40000 captions (5 captions per image). As a standard for picture captioning 

model creation, the Flickr8k dataset provides uniformly split training, development, and test  

data. A recurrent neural network (RNN), in particular a long short-term memory (LSTM) 

model, was used to understand caption sequences, and image feature vectors were extracted to 

represent the content of the images. A dense layer followed by a Soft-max layer was used to 

predict upcoming words by combining visual attributes with processed captions. Model 

selection was based on BLEU scores, with an emphasis on BLEU-1 and BLEU-2 scores, which 

reflect relative model performance. Models trained with both sets of data were evaluated for 

accuracy, and the study's findings were written up. The created photo-to-text system has the 

potential to considerably benefit visually challenged folks, assisting them in comprehending 

and interacting with the visual environment, therefore the project's consequences go well 

beyond simply annotating cricket images.  

Chapter 3. Methodology  
  

This chapter describes the architecture or methodology used to build an image captioning 

model using Flickr data or cricket image data and significant sections of this analysis. The 

major steps used in the methodology are described in next sub-section.   

3.1 Research Resource – Flowchart of Methodology  
In this chapter we will briefly explain the deep learning models used in our image captioning 

architecture. Therefore, we won’t be going in all the details regarding image captioning 

implementation here. For cricket data, as we have very small dataset, we will use 800 images 

as train data and 200 images as test dataset. Although some of the images from cricket data will 

be filtered out due to non-supported visuals like gif files. In our final cricket captioning model, 

we will have total 720 images, out of which 575 will be used for model training and remaining 

145 will be used for model evaluation (test data). In Flickr dataset, train, development & test 



datasets are already segregated as 6000, 1000 & 1000 images and respective captions. Some of 

below mentioned major steps are structured in Fig 3:  

• The first step is to import image files which can be in (.jpg, .jpeg etc. formats) and text 

files with respective captions. We can associate an image with its captions using their 

common id. Here we know that each image has 5 different captions, so all the captions will  

be loaded for further steps. Some of the sample image files and respective captions will be 

presented in one of the next chapters.   

  

• Second major step will be used pre-trained InceptionV3 model which is trained on  

ImageNet dataset. More details regarding InceptionV3 model will be provided when we’ll  

be presented this separately. We will drop last classification layer and remaining model will 

help us to get 2048-dim vector to represent the visual content of an image.  

  

• Third major steps is to get word-embeddings used in image captions. Once data 

preprocessing like removal of punctuation, numbers, small letter conversion, dropping less 

frequent words is completed, we will use pre-trained GloVe model to get word-embeddings 

matrix. GloVe model will be also detailed explained is respective section. This step will 

give use an embedding-matrix with shape of word-count*300.  

 

Figure 2. Image feature vector and word-embedding extraction 

• Fourth step is to perform an operation where each word will be passed on recurrent neural 

network layer supported by long-short-term-memory (LSTM) model. This step is known 

as sequence processing and will establish the sequential relationship among words. 

Detailed will be explained in “implementation” chapter with example.  

  

• Fifth steps is to merge sequence processor output and image feature vector using a dense 

layer. This merging layer is known as decoder layer. It will help to relate image and input 

words with target word. Each time we predict a word that will be added into sequence 

processor to predict the next word in the sequence using updated word-sequence and image 

feature vector.  

 



Figure 3. Schematic flow of image captioning model 

3.1.1 Solution Explanation  

To get a more feel of image captioning model, we are presenting Fig.5, taken from 

“AnalyticVidhya” article. It visualizes all the major steps starting from image to getting image 

feature vector to how LSTM will be implemented to predict the next words etc.   

 

Figure 4. Flowchart of image captioning with sample image (ref: Analytics-vidhya) 

Once model is fitted after all hyper-parameter tuning and for minimized loss on development 

data, it will be evaluated on test data. For performance evaluation we will be using BLEU 

scores known as Bilingual Evaluation Understudy Score. BLEU score generation will be 

explained in respective section. All above steps will be performed either we are suing Flickr & 

cricket data both or cricket data alone. In the end, major results related insights or findings will 

be detailed.   

3.2 Research Method – Machine Learning Models  

3.2.1 InceptionV3 Model  

Convolutional neural networks are very significant state-of-art models to perform any computer 

vision related tasks. From 2014 onwards, deep convolutional neural networks have been 

popular, by achieving significant performance on multiple benchmarks. Even though increase 

in number of parameters of model size and computational complexity improves model 

performance and task quality, still computational simplicity and small model size are 

considered very enabling factors to be considered in many use-cases like big-data samples. 

InceptionNet V3 is built to improve network scaling and utilizing models’ computation 

efficiency using factorized convolution layers and effective regularization parameters. It is 

widely known as image-classification deep learning model which has performed with more 

than 78% accuracy on ImageNet dataset. This model is combination of several ideas of 

computer vision experts over some years. It is explored by Szegedy, et al., (2016). A High level 

diagram is presented in Fig 5:  

 



Figure 5. High-level diagram of InceptioV3 model (ref: Analytics-vidhya) 

InceptionV3 model consists many symmetric and asymmetric building sections, which are 

made of convolution layers, average pooling layers, max pooling layers, con-cat layers, drop 

out layers and fully connected layers. Batch-norm is used at each layer to apply batch wise 

normalization, improve accuracy and faster the learning at each layer and it is applied at 

activation inputs. Classification loss is computed using Soft-max function. In our project, we 

will be using keras platform which already has pre-trained InceptionV3 model where model 

size is 92 MB and number of parameters will be 23,851,784.  

3.2.2 GloVe Model  

GloVe is known as Global vectors. Pennington et al, (2014) has explained this model very 

nicely. In recent approaches of learning word-embeddings, many approaches have been 

successful in achieving much fine-grained semantically and syntactic relationships via vector 

calculations. In this paper, he has explained the analysis of model properties which can 

introduce different type of regularities to appear in word-embeddings. GloVe is a global logbi-

linear model which introduces the benefits of two important models together: one is global 

matrix factorization and other is local contextual window approach. GloVe model efficiency 

takes statistical information via model training on non-zero elements in a word to word 

cooccurrence 2-d vectors. It is not trained on fully sparse matrix in a big corpus of words. This 

model produces a meaningful sub-structure with more than 75% accuracy on some word 

analogy problems. As per Glove website, GloVe is modeled on the basis of how next word will 

come after current word. We expect that the use of GloVe will improve image captioning better 

than just passing encoded words only. It has also performed better than some related models in 

entity recognition problems. In our project, we will be directly downloading GloVe vectors 

trained on Wikipedia and Gigaword 5. This data had 6 billion tokens and 0.4 million unique 

vocabs. In pre-trained GloVe model, there will 4 different type of word-embedding vectots 

50dimensional, 100-dimensional, 200-dimensional, and 300-dimensional. In our study, we 

have considered 300-d word-embeddings to un1derstand the relationship between words. 

300dimensional word-embeddings size is 1.013 GB.   

3.3.3 LSTM Model  

As explained in Wikipedia, Long-short-term-memory is an artificial recurrent neural network 

model was introduced by Hochreiter et al (1997). It has feedback connections unlike standard 

feedforward neural network models. It is not just limited to single-image processing but it can 

deal with complete sequence of image dataset or say video or speech dataset.  As seen in below 

Fig 6, generic LSTM layer is made of an input gate, a cell, a forget gate and an output gate.  

The cell memorizes important values or information over random time intervals and all three 

gates regulate information flow into or out of a cell.  

  

Figure 6. High-level diagram of LSTM networks (Ref: LSTM medium article) 



LSTM is very useful for tasks like handwriting recognition, image captioning, speech 

recognition, traffic anomaly detection, video description etc.  Also, LSTM networks are quite 

efficient for time series processing, predictions, or classification because there will be random 

duration between important information in time-series data. Initially, LSTM models were 

developed to get over with vanishing gradient problem but that can dealt with traditional RNN 

models too. Relative in-sensitivity of time-duration between important values is a very big 

advantages of LSTM models over RNNs, or any other sequence processing methods like hidden 

marking models etc.  

3.3 Evaluation Metric  
As explained by Papineni et.al, (2002), BLEU scores are known as Bilingual Evaluation 

Understudy. This score is a good metric to compare a candidate textual data to one or more 

reference textual descriptions. Mainly, it was introduced for machine translation evaluation, 

but it can used for evaluation of other natural language processing problems also. BLEU scores 

can be calculated using text comparisons of 1-gram, 2-gram, 3-gram or any n-gram words. 

BLEU scores evaluation output will be always between o and 1. This score will represent the 

candidate text similarity with reference text data. An image captioning model will be 

considered good or bad depending on BLEU scores variation between 1 and 0. If score is 1 that 

model is excellent and if it is close to zero, that model is worse image captioning model. We 

have used nltk.translate.bleu_score.corpus_bleu function in Python to estimate BLEU scores, 

which is estimated using below formulas:  

Combined BLEU scores:  

    

    

BN is known as brevity penalty and used to penalize small length predictions.  

For sentence level precision estimation:  

  

For corpus/document level precision estimation:  

  

  

Chapter 4. Implementation  
  

As described in introduction chapter, automatic image captioning means providing textual 

description of an image or the content observed in that image. We know that it’s easy for human 

beings or even small kid to elaborate a scene in an image but it’s not an easy job for a machine 

to describe the content of an image. In our project we are building a model which can describe 

an image for a given image. This chapter explain the complete implementation process from 

loading an image to predicting caption son new image. We have used Python language for 

complete implementation of image captioning model. In major python packages or platforms, 

we have used numpy for basic mathematic opertions, nltk for text processing and opencv & 

keras for image processing related tasks. Both models cricket-captioning & Flickr-captioning, 

follow the same below mentioned implementation steps (after data-collection step):  



4.1 Data collection  
First step is to find suitable dataset to build an image captioning problem. As we are more 

interested towards sport specific captioning, we will be choosing cricket domain related 

images. We have downloaded around 1000 images from internet via python code. For cricket 

data, as we have very small dataset, we will use 800 images as train data and 200 images as 

test dataset. Although some of the images from cricket data will be filtered out due to 

nonsupported visuals like gif files. In our final cricket captioning model, we will have total 720 

images, out of which 575 will be used for model training and remaining 145 will be used for 

model evaluation (test data).  There are many open datasets like Flickr8k dataset, Flickr30k 

dataset & Microsoft COCO dataset which contains 180k images. We want to build an image 

captioning model using normal hardware and building model using large image dataset is not 

feasible on normal laptops. Therefore, we will be using Flickr8k dataset for this model 

development. This data can be downloaded from Kaggle platform without any cost. This 

dataset is a benchmark collection of 8000 images from different domains with 5 captions per 

image. All these captions provide major content info of any image. This dataset has pre-defined 

6000 images as training data, 1000 images as development data and remaining 1000 images a 

test data. A sample of Flickr image captioning is provided below:  

  

  
Figure 7. Sample image from Flickr8k data (Source: Flickr) 

For above Fig 7, below are the 5 different captions provided:  

Caption1: a black dog is running after a white dog in the snow  

Caption2: black dog chasing brown dog through snow  

Caption3: two dogs chase each other across the snowy ground  

Caption4: two dogs play together in the snow  

Caption5: two dogs running through a low lying body of water  

4.2 Load image data & feature generation  
We will load the images and use some standard deep neural network model to generate image 

feature vectors. In Keras pre-trained deep learning models, if we look at the performance 

analysis table of top-1 and top-5 object class prediction accuracy, then we see that InceptionV3 

performs excellent among all above mentioned DL models. Therefore, we have used a 

pretrained InceptionV3 model to get image feature vectors. It is widely known as 

imageclassification deep learning model which has performed with more than 78% accuracy 

on ImageNet dataset. InceptionV3 is pre-trained on ImageNet dataset which has consists 

around 14 million images and 21 thousand object classes. Pre-trained InceptionV3 weights 

available on Keras had considered training on generic 1000 object classes only like people, car, 

cat, dog etc. We are using Keras platform to load this model and Keras provides these models 

with pretrained weights. Keras platform will download these weights (92 MB) and it will one-

time activity.  Once these weights are saved, it will help us to generate image features for any 

image. Once we load the InceptionV3 architecture and pre-trained weights, we can drop the 



last layer of InceptionV3 model (softamax layer or classification layer) as out target is not to 

perform object classification. Our main priority is to generate detailed internal representation 

of an image. Fig 9. Provides a schematic representation of InceptionV3 model used for image 

feature extraction:  

 
Figure 8. Schematic representation of InceptionV3 architecture for image captioning (ref: 

Analytics-vidhya) 

With all above steps InceptionV3 architecture will extract an image feature vector given an 

image. Keras provides image reshaping option and pre-trained InceptionV3 has the image size 

requirements of 299*299. Also, keras provide preprocess_input function to perform 

preprocessing of an image as per pre-trained InceptionV3 model requirements. This complete 

process will generate image features of 1*2048-dimensional vector.  

4.3 Load image captions & text pre-processing  
We know that image captioning is our main objective of project and each image of either cricket 

data or Flickr data has one or more captions. During model training captions will be out target 

variable which the model will learn to predict. In this dataset we need to perform at least 

minimal cleaning of captions. Each data has unique id for each image. It can be image name or 

image path etc. This will help us to align caption data and respective image. For any image id, 

we can find respective image captions. First, we will load all the captions and create a python 

dictionary where key will be image name and values will be the captions related to that image 

name or id. Once image captions loaded, text pre-processing will be performed to get optimized 

vocabulary or text corpus. Below text pre-processing steps are performed in our model:  

• Converting all words in lower-case letters  

• Dropping punctuations and numbers  

• Dropping words with length lower than one  

  

Above data cleaning steps will return an optimized and expressive vocabulary. If we get a 

smaller and expressive vocabulary that will help in faster and effective model training. After 

text pre-processing we will save the captions in below format:  

  

‘captionstart’ + caption + “captionend”  
  

We need to add captionstart and captionend in  start and end of each caption because 

captionstart will notify the decoder to start captioning and captionend will notify the decoder 

to stop the captioning process for an image. It will be explained with an example later. For 

cricket train data, we have got 501 unique words out of which only 331 were more than once. 

Therefore, vocabulary size in cricket training model 331. Maximum length of any cricket 

training captions is 22.  For Flickr train data, total unique words were 7579 out of which 2531 



are repeated more than 5 times. Therefore, vocabulary size in cricket training model 2531. 

Maximum length of any Flickr training captions is 34.    

4.4 Loading pre-processed image and caption data  
Cleaned descriptions of last step need to be encoded as numbers or each word should be 

assigned a number. This step will be helpful in upcoming sequence processing step. Keras 

provides a class named as Tokenizer which can learn the mapping for each word of a loaded 

description and assign a unique number to each word. Now we need to prepare the cleaned text 

data and image feature vectors as per model fitting requirements. We know that we cannot pass 

complete caption as target variable of image captioning model. We need to pass word-by-word. 

To perform that, we need to encode the captions. Each image caption will be divided into words. 

Model will be provided image feature vector and one word at a time and it will generate next 

word. Then first two words and image feature vectors will be given as inputs to generate next 

word. This will the process of model training. Below example (Fig 9 and Table 9) provides an 

easy to understand explanation of the training data preparation:  

  

Figure 9. A sample image of cricket data 

Caption Generated: A fielder is catching the ball  

Table 1. Data preparation for image captioning training  
S.N.  Image feature vector (Input1)  Word embeddings (Input2)  Output  

1  Image_1  Captionstart  a  
2  Image_1  captionstart a  fielder  
3  Image_1  captionstart a fielder  is  
4  Image_1  captionstart a fielder is  catching  
5  Image_1  captionstart a fielder is catching  the  
6  Image_1  captionstart a fielder is catching the  ball  
7  Image_1  captionstart a fielder is catching the ball  captionend  

  

4.5 Defining and fitting the model  
As explained in “Methodology” chapter in Fig 4, our model will be mainly described in three 

parts: image feature extractor, sequence processor and decoder. Image feature extractor 

contains the process of images feature vector extraction. Sequence processor will handle text 

inputs by generating word-embedding for each of word present in an image caption and it will 

be followed by a LSTM layer to understand the sequential relationships of textual data. Last 

part is decoder, which is basically merging of the fixed length output vectors of both image 

feature extractor and sequence processor steps. After merging, a dense Soft-max layer with be 

applied for next word prediction. Fig 8 provides a great flowchart to explain model fitting 

process:  



  

Figure 10. Flowchart of model fitting steps 

In this project, we haven’t performed the model training by fitting all the train images at once 

because that will require be very time and resource consuming process normal laptops with 8 

GB RAM. To deal with hard-ware or memory related issue, we have performed progressive 

loading to train the image captioning model. First of all, we need to define a generator function 

in python which is exactly built to deal with above mentioned issue. Generator is an iterator 

which resumes its functionality from the point where it left in last training phase. In our project 

we have passed 5 image per batch to keep the load on system at a time. When calling a data 

generator function, we need to provide the details like prepared image feature vectors and 

caption data, tokenizer and maximum length of captions observed in train data. In each training 

batch of 5 images, number of training samples will be dependent on its caption length and 

words used in it. A training sample for an image and caption is provided in Table 1. If we look 

at the image and caption provided at Table 1 that will result into 7 training samples. Therefore, 

number of training samples per batch won’t be constant here. All above steps will pretty much 

solve system RAM or major hardware requirement related problems. We can save the trained 

model at each epoch and finalize the best model by checking loss on development dataset. In 

next step, we will be selecting best epoch-fitted model using the predicted captions on test 

images.  

4.6 Finalizing the model  
As mentioned in last step, we have saved fitted or trained models at each epoch. Now we need 

to find the best-fitted model using any unseen dataset. For Flickr dataset, we will used 

development dataset, which has around 1000 images and for cricket data, we will use test data 

which has 145 images. Best epoch-fitted model selection will be based on BLEU-1 & BLEU2 

scores. Results or plots related to model selection will be presented in next chapter. Once we 

finalize the model, we will more for model evaluation on test dataset.  



4.7 Model evaluation  
Once the prediction on test images are made using above step, we can perform captioning 

evaluation on test data. In this step, we will take the predicted captions of last step and check 

the caption prediction performance using BLEU scores mainly cumulative unigram (BLEU-1) 

& cumulative bi-gram (BLEU-2) scores. Details regarding BLEU scores are presented in 

“Methodology” chapter and mathematical details in next chapter. The way we have trained or 

fitted the image captioning model, it will predict the image caption is similar way:  

  

‘captionstart’ + caption + “captionend”  
  

Once we get the prediction done for each of test image, we can go for BLEU score estimation. 

BLEU scores evaluation output will be always between 0 and 1. This score will represent the 

candidate text similarity with reference text data. An image captioning model will be 

considered good or bad depending on BLEU scores variation between 1 and 0. If score is 1 that 

model is excellent and if it is close to zero, that model is worse image captioning model. We 

will calculate the BLEU score for predicted caption and each of reference caption for each 

throughout complete test data.   

4.8 Caption generation for test or new images  
Once an image captioning model is trained and best fitted model is selected on basis of BLEU1 

& BLEU-2 scores, we can use that to predict captions for new images. As we haven’t seen test 

images yet, we can predict the captions for test images. We will load the tokenizer saved during 

model training. It will reduce the task of loading complete caption data again.  We need to 

define max_length of captioning also which can be same as found during model training. Once 

a test image in loaded, we can generate the features using pre-trained InceptionV3 model. Now, 

image feature vector and caption start word “captionstart” and max_length will be passed to 

the trained model and to get the probability of next word. Word with maximum probability will 

be the next word in sequence and this process will be repeated until we get “captionend” word. 

Then, we can remove start and end words (“captionstart” and “captionend“) which will give us 

predicted caption for test image. Once we complete the caption predictions for all test images, 

we will move on model evaluation step.  

More insights related to image captioning findings are provided in next chapter “Results and 

Analysis”.  

  

  

Chapter 5. Results and Analysis  
  

In this chapter, we will present all the major findings of image captioning model. First, we will 

elaborate on different BLEU-scores’ estimation via examples. Then, we will explore the results 

of image captioning model built using cricket data, Flickr data and comparisons. Generally, 

there are multiple type of BLEU score estimations. We have presented some of these score 

estimations via examples:   

5.1 Image captioning model summary  
Below we are presenting the summary of model used for image captioning using cricket or 

Flickr data. It provides the information of each layer, inputs & outputs etc. This model structure 

is same for both cricket and Flickr trained models  

Table 2. Image captioning model summary  



  

5.2 Case Study 1 – Flickr image captioning model:  
In this section, we will present the results of image captioning model obtained trained on Flickr 

cricket data. Here we have trained Flickr image captioning model for 20 epochs. Fig 14. 

Presents epoch vs train loss plot. In this plot, we can clearly see that train loss is constantly 

decreasing with increase in epochs. Although, this plot doesn’t give us information about the 

best epoch-fitted cricket captioning model.  

  

Figure 11. Epoch vs train loss in image captioning model 

To finalize the best epoch-fitted model, we need to check checking BLEU-scores on Flickr test 

data. We have predicted cumulative BLEU-scores on test data using trained Flickr captioning 

models starting from 1st epoch to 20th epoch.  Fig 13 presents the plot of cumulative BLEU 

scores (BLEU-1 & BLEU-2) on cricket testing data. We found that 6th epoch-trained model is 

giving best uni-gram & bi-gram cumulative BLEU scores. Hence, we will use this finalized 

(6th epoch) model to test on some images from Flickr test data and on some cricket images.  



  

Figure 12. Epoch vs train loss in image captioning model 

After finalizing the best fitted cricket trained image captioning model (6 th epoch), we have 

checked the cumulative BLEU scores on testing cricket data and below are results we got:  

BLEU-1: 0.467102  

BLEU-2: 0.285009  

These scores are telling us that on an average our prediction are ~47% similar to test image 

reference captions (Flickr) if we go with uni-gram tokens, and ~23% similar to test image 

reference captions (Flickr) if we go with bi-gram tokens. Although this score looks average, 

but these are better than cricket testing BLEU scores.  

Below we will be presenting some of the images from Flickr test data and putting the respective 

BLEU-1 & BLEU-2 scores:  

Image-1  Reference Captions  Predicted caption  

 

    

['the dogs are in the snow in 

front of fence', 'the dogs 

play on the snow', 'two 

brown dogs playfully fight 

in the snow', 'two brown 

dogs wrestle in the snow', 

'two dogs playing in the 

snow']  

['two dogs are running 

through the grass'] 

BLEU scoring::  

BLEU-1: 0.571429  

BLEU-2: 0.436436  

Image-2  Reference Captions  Predicted caption  

  

['the dogs are in the snow in 

front of fence', 'the dogs play 

on the snow', 'two brown 

dogs playfully fight in the 

snow', 'two brown dogs 

wrestle in the snow', 'two 

dogs playing in the snow']  

['two dogs are running 

through the grass'] 

BLEU scoring::  

BLEU-1: 0.571429  

BLEU-2: 0.436436  

Image-3  Reference Captions  Predicted caption  



    

['girl with dark brown hair and 

eyes in blue scarf is standing next 

to girl in fur edged coat', 'an asian 

boy and an asian girl are smiling 

in crowd of people', 'the girls 

were in the crowd', 'two dark 

haired girls are in crowd', 'two 

girls are looking past each other 

in different directions while 

standing in crowd']  

['man and woman  

pose for picture'] 

BLEU scoring::  

BLEU-1: 0.166667  

BLEU-2: 0.000000  

Image-4  Reference Captions  Predicted 

caption  

  

['player from the white and green 

highschool team dribbles down court 

defended by player from the other 

team', 'four basketball players in 

action', 'four men playing basketball 

two from each team', 'two boys in 

green and white uniforms play 

basketball with two boys in blue and 

white uniforms', 'young men playing 

basketball in competition']  

['basketball 

player in white 

uniform  is 

playing 

basketball'] 

BLEU scoring:: 

BLEU-1:  

0.625000 

BLEU-2:  

0.298807  

Image-5  Reference Captions  Predicted caption  

  

['man helps another man tie red ribbon 

onto his arm', 'man helps tie red ribbon 

around another man right arm during 

street parade', 'man is tying red arm 

band around another mans arm in the 

street', 'one man helps another attach 

red ribbon to his forearm in the midst 

of large group of people', 'two men 

stand together one is putting  

something red on his arm']  

['man in black shirt 

and tie is standing in 

front of crowd of 

people']  

BLEU scoring::  

BLEU-1: 0.500000  

BLEU-2: 0.196116  

Flickr trained model is giving quite good prediction from image-1 to image-5. Now, we will 

check the prediction of Flickr trained model on some cricket or other sports related images.  

5.3 Case Study 2 – Cricket image captioning model  
First, we will present the results of image captioning model obtained using cricket data. Here 

we have train data to fir the cricket captioning model for 20 epochs. Fig 12. Presents epoch vs 

train loss plot. In this plot, we can clearly see that train loss is constantly decreasing with 

increase in epochs. Although, this plot doesn’t give us information about the best epoch-fitted 

cricket captioning model   



  

Figure 13. Epoch vs train loss in cricket captioning model 

To finalize the best epoch-fitted model, we need to check checking BLEU-scores on testing 

cricket data. We have predicted cumulative BLEU-scores on test data using trained cricket 

captioning models starting from 1st epoch to 20th epoch.  Fig 13 presents the plot of cumulative 

BLEU scores (BLEU-1 & BLEU-2) on cricket testing data. We found that 16th epoch-trained 

model is giving best uni-gram & bi-gram cumulative BLEU scores. Hence, we will use this 

finalized (16th epoch) model to test on some cricket images from test data and on some out of 

domain images.  

  

Figure 14. Trained models at each epoch vs BLEU scores on cricket test data 

After finalizing the best fitted cricket trained image captioning model (16 th epoch), we have 

checked the cumulative BLEU scores on testing cricket data and below are results we got:  

BLEU-1: 0.377960  

BLEU-2: 0.232975   

These scores are telling us that on an average our prediction are ~38% similar to test images 

(cricket) if we go with uni-gram tokens, and ~23% similar to test images (cricket) if we go with 

bi-gram tokens. Although this score looks quite low, but looking at the smaller training data, 

we can’t expect more.  

Below we will be presenting some of the test images from cricket data and putting the 

respective BLEU-1 & BLEU-2 scores:  

Image-1  Reference Captions  Predicted caption  



   

['batsman jumped to hit the 

ball', 'batsman slightly jumped  

up to hit the ball']  

  

['batsman is trying to hit the  

ball with bat']   

BLEU scoring::  

BLEU-1: 0.555556  

BLEU-2: 0.456435  

  

  

In image-1, we can clearly see that our prediction is quite similar to reference caption.  

Image-2  Reference Captions  Predicted caption  

  

['an umpire is standing with his 

right index finger raised']  

  

['an umpire with white shirt 

and white hat is standing  

next to wicket']  

BLEU scoring::  

BLEU-1: 0.384615  

BLEU-2: 0.253185  

  

In image-2, model is able to detect umpire but color and wicket part is predicted wrong. Also, we 

haven’t more than 5 cartoon images in training data. Still, model is able to identify umpire just 

by posture identification.  

Image-3  Reference Captions  Predicted caption  

  

['the batsman practicing on 

the pitch', 'batsman 

practicing how to defend 

the ball', 'batsman in white 

dress trying to defend the 

ball', 'batsman in white 

dress is on the pitch', 

'batsman practicing before  

the match']  

  

['two batsman are on the  

cricket field']  

BLEU scoring::  

BLEU-1: 0.428571  

BLEU-2: 0.267261  

  

In image-3, model is detecting two batsman instead of one.   

Image-4  Reference Captions  Predicted caption  

  

['the left handed bowler has  

bent over to bowl spin ball']  

  

 ['fielder trying to catch the 

ball with right hand'] BLEU 

scoring::  

BLEU-1: 0.266912  

BLEU-2: 0.000000  

  

In image-4, model is confused by bowler’s action and predicting him as a fielder. These things 

can be corrected with large amount of data.  

Image-5  Reference Captions  Predicted caption  



 
  

['the fielder caught the ball with 

two hands', 'he is one of the 

fielder in cricket', 'the fielder 

caught the white ball with two 

hands']  

  

['person in the field caught  

the ball']  

BLEU scoring::  

BLEU-1: 0.619198  

BLEU-2: 0.422993  

  

In image-5, we can clearly see that our prediction is quite similar to reference caption.  

Prediction looks better than one of the reference too.   

Image-6  Reference Captions  Predicted caption  

 
  

['batsman is wearing hat']  

  

['batsman is trying to hit the  

ball with bat']  

BLEU scoring::  

BLEU-1: 0.222222  

BLEU-2: 0.166667  

  

In image-6, even though BELU score is lower but model prediction is far better than reference 

provided.  

 Image-7  Reference Captions  Predicted caption  

  

['an umpire is walking away 

from wicket', 'person in 

white shirt is walking on 

field', 'person in white shirt is 

gesturing with his right 

hand', 'an umpire in white hat 

is walking in cricket field']  

  

 ['an umpire with white hat 

on his belt belt belt in'] 

BLEU scoring::  

BLEU-1: 0.727273  

BLEU-2: 0.381385  

  

In image-7, model is able to predict most of the context but sentence is not completed.  

   

Image-8  Reference Captions  Predicted caption  

  

['person with blue cap is 

wicket keeper', 'person 

holding the bat is batsman']  

  

['batsman bowled out'] 

BLEU scoring::  

BLEU-1: 0.122626  

BLEU-2: 0.000000  

  

In image-8, model is able to predict that someone as thrown a ball on wickets and wickets are 

misplaced. Even though it looks like a runout here but model is predicting more scene context 

than given in reference captions.   

Image-9  Reference Captions  Predicted caption  



 
  

['person in green dress is 

wicket keeper', 'wicket 

keeper stumping the  

wickets']  

  

 ['batsman touches the 

wicket with his bat'] 

BLEU scoring::  

BLEU-1: 0.285714  

BLEU-2: 0.000000  

  

In image-9, model is trying to relate all the scene objects which are not completely described 

in reference captions.   

Image-10  Reference Captions  Predicted caption  

  

['umpire in red signalling 

wide']  

  

['an umpire is carrying  

white jacket']  

BLEU scoring::  

BLEU-1: 0.166667  

BLEU-2: 0.000000  

  

In image-10, prediction is slightly wrong here.   

Predictions on images from different domains using cricket captioning model:  

Image  Predicted caption  

  
  

batsman is trying to take run  

 
  

person in the field is demanding to 

catch the ball  

  



  

two players are on the cricket player  

  

   

In above three images, we know that prediction are not good at all. Cricket captioning model 

is not trained on the domains of above images or generic images. Therefore, this model will 

not work on images apart from cricket sport.   

  

Chapter 6. Conclusion & Future Scope  

In this study we have worked on automatic image captioning model. Automatic caption 

generation means providing textual description of an image or the content observed in that 

image. It has been a difficult problem in both computer vision and natural language processing. 

In recent years, it has been a topic of interest due to its importance in real-world applications 

such as self-driving cars, visual assistants for blind/needy individuals, and the improvement of 

malicious activity detection, as well as because it involves two very important manufactured 

fields: computer vision and natural language processing.. We know that it’s quite easy and 

simple for human beings to provided textual description of an image, but main challenge is to 

make machines learn this task. Therefore, we have worked on image captioning models starting 

from loading the image and textual data to ending with caption prediction on new images. We 

have downloaded around 1000 cricket images via python script and put the captions manually 

on an average 2 captions per image. Apart from it, we have used a standard dataset: Flickr8k 

also. Flickr8k has 6000 train images, 1000 development images & 1000 test images. Flickr8k 

data has 5 captions per image for all train, development & test images. All the coding parts 

were completed in Python language and some important packages like Keras & NLTK to 

perform computer vision and NLP related tasks. We can briefly summarize the major tasks 

completed in this project: First we need to get image feature vectors to represent an image and 

we have used pre-trained InceptionV3 to get it done. Next image captions were pre-processed 

and encoded as per model training requirements.   

Here captions are encoded with ‘captionstart’ word in starting and ‘captionend’ word in ending 

of each caption. Both will have the role in kick-off captioning process and stop it respectively. 

Once text data is pre-processed, we get word-embedding for each word using pre-trained GloVe 

vectors. GloVe vectors introduces a better relationship between two neighboring words of a 

caption depending on their use in real-life. Next words will be passed via LSTM model to get 

the sequential processing done. Now, we won’t be taking complete caption as target variable 

here. We need to go word-by-word prediction approach. We will be having two inputs in the 

model, one is image feature vector and other is partial caption, which will help us to get net 

word in caption-sequence. Now, the output of sequential processing and image factor will be 

merged using dense Soft-max layer which will predict next word. This predicted word will be 

added in the text sequence for next step or next word’s prediction. Once training samples with 

two input and a target variable prepared, we will be fitting the model with progressive loading 

approach. We don’t fit all the training samples at once to avoid system-memory error and to 



save good amount to training time. In progressive loading we have passed the training samples 

prepared using 5 images and respective captions per batch. It resolves the requirement of big 

system hardware requirements and is suitable to work on a normal PC/laptop. We have 

performed the model training up to 20 epochs and saved the results of each epoch. Next, we 

will test the saved models of each epoch on development dataset to finalize the best trained 

model using BLEU scores on test/development datasets. Once it’s finalized, we’ll move on to 

predict the captions on test data. Then we’ll evaluate the predicted captions using BLEU score. 

BLEU score match the similarity between predicted caption and one of the reference captions. 

We have two type of BLEU scores for model selection or evaluation purposes: uni-gram 

cumulative BLEU score (BLEU-1) & bi-gram cumulative BLEU score (BLEU-2). For 

cricketcaptioning model we have finalized 16th epoch-fitted model as best performing model 

and got BLEU-1 score as 0.38 & BLEU-2 score as 0.23. Then, we performed testing of this 

cricket captioning model on some cricket test images where we are getting quite satisfactory 

caption predictions. Although this model is not able to give good captions on different domain 

fields. Then, we performed the same steps for Flickr-captioning model and found 6th epoch 

gives best model fitting. Flickr model resulted BLEU-1 as 0.47 and BLEU-2 as 0.29 on test 

dataset. Flickr gives quite satisfactory predictions on multiple different domains compare to 

cricket captioning model. In future, some of points which can helps our cricket captioning 

model are put at least 10-15 words captions for each image, train data should have more than 

10000 images with good amount of cricket scene variations etc. In Future, we can explore 

image captioning with large cricket or any other sports data, hyper-parameter tuning, large 

CNN models like Resnet152, InceptionResNetV2 or NASNetLarge etc. to detect image feature 

vectors. Further, we can explore on use of attention-based module too. In future, we can explore 

the integration of image captioning with other domain also like assistance to needy/blind people 

will require perspective scene to textual description and then textual description to audio 

generation.  
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