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1 Introduction

This configuration manual lists all hardware and software requirements to replicate the
results of the research. A step-by-step guide taken from data acquisition to model imple-
mentation are described in this manual.

2 Hardware and Software Configurations

Fine tuning pre-trained models is computationally intensive task and requires high execu-
tion time. Using a GPU (Graphics Processing Unit) is well suited for the task. For this
research Deep Learning AMI GPU TensorFlow 2.13 (Ubuntu 20.04) 20230724 amazon
machine image (AMI) with p3.2xlarge is used. Figure 1 shows the aws EC2 instance
details required for the experiment.

Figure 1: EC2 Instance Details

For the experiment ‘Python’ is used as the programming language. Python allows
writing simple and readable code. It provides extensive set of libraries and frameworks
for training machine learning (ML) and deep learning (DL) models. Table 1 details the
libraries used and their respective versions.

1



Library Version
python 3.10.12

transformers 4.31.0
tensorflow 2.13.0
pandas 2.0.3
openpyxl 3.1.2

indic-nlp-library 0.92
numpy 1.24.3

tensorflow 2.13.0
fasttext 0.9.2

scikit-learn 1.3.0

Table 1: Software specifications

3 Dataset acquisition

The BHAAV dataset used in the research was created by (Kumar et al.; 2019) and is
publicly available as an open dataset. This dataset can be directly downloaded from
https://zenodo.org/record/3457467. Post download, the dataset should be transferred to
EC2 using Winscp by logging in the server details. Figure 2shows transfer of data from
local to EC2 server. After placing the input excel file on server the datasets can be read
in pandas dataframe using python openpyxl and pandas library for further processing.

Figure 2: Importing the necessary python libraries

4 Project development

Only the most crucial, necessary steps have been discussed in this section.

4.1 Importing the required libraries

Figure 3 shows the number of packages and libraries imported for the emotion classi-
fication task.In addition, tokenizers from different pre-trained transformer models were
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loaded for the transfer based learning.

Figure 3: Importing the necessary python libraries

4.2 Downloading word embedding model for deep learning mod-
els

In the study, deep learning models use Fasttext word embedding for feature represent-
ation of texts. Fasttext embedding model trained on Hindi Wikipedia corpus should
be downloaded from https://fasttext.cc/docs/en/crawl-vectors.html and placed on the
server along with the input file before running the models.

4.3 Code Execution

Separate scripts for each ML and DL models have been provided in the code artifact
folder. Post installing the required libraries code can be run line-by-line after opening a
python session on the server. Figure 4 shows how to open a python session on the server
terminal and execute code.

4.4 Model Implementation

The research is conducted with three machine learning algorithms, 2 deep learning models
and 3 pre-trained models on the single dataset. The algorithms implemented in the pro-
ject are Random Forest, Logistic Regression, Support Vector Machine, CNN, BiLSTM,
mBERT, IndicBERT and XLM-Roberta. Figure 5 and 6 shows example implementation
for Logistic regression and CNN model.

For transformer models, the models have been loaded from HuggingFace transformers
library. early stopping callback with patience =3 is applied which monitors the validation
loss score and stops training when no improvement is observed. Figure 7 shows model
configuration for XLM-Roberta model.
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Figure 4: Execution step

Figure 5: Logistic Regression Implementation

Figure 6: CNN Implementation

4.5 Model Evaluation

For evaluating model performance macro averaged precision, recall, F1 score and accuracy
is inferred from the classification matrix. In addition, confusion matrix is used to assess
the validity of the model. Figure 8 and 9 shows the classification and confusion matrix
for Logistic Regression model.
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Figure 7: XLM-Roberta Implementation

Figure 8: Classification Matrix for Logistic Regression

Figure 9: Confusion Matrix for Logistic Regression
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