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Using Redundancy of Perimeter Firewall to Increase the 

Availability of Business Resources 
Rohan Yele 

X21203971 

MSCCYB1 

National College of Ireland 
 

Abstract 
The security of an organization's network infrastructure is critical for the success of its operations, and single points 

of failure in the network can pose significant risks to the organization. This research project aims to investigate the 

risks associated with single points of failure in an organization's infrastructure and the importance of redundancy, with 

a specific focus on the service availability and role of firewall redundancy in supporting business security architecture. 

The project will use simulation-based experiments to evaluate the effectiveness of service availability and firewall 

redundancy and improving the security and reliability of an organization's infrastructure. This will help organizations 

ensure the continuity of their critical business processes in the event of a security breach or any hardware link or system 

failures. The proposed research will provide valuable insights into the practical challenges and benefits of providing 

resource reliability and service availability by implementing firewall redundancy in real-world security scenarios and 

offer recommendations for its implementation. The results of this research can be used by organizations to improve the 

availability, security and reliability of their network infrastructure and ensure the protection of their critical business 

data. 

Keywords: Availability; Firewall; Perimeter; Reliability; Redundancy; Security 

 

1. Introduction 
 

Availability is an important CIA traid in the information systems; if the service is not available to the 

public then it will be difficult for any organisation to generate revenue from it. In today’s world, any 

disruption to network services can lead to significant down time therefore, it is important to identify and 

mitigate the risk associated with single point of failure. In this section, we are focusing on such availability 

of the services using the secured perimeter device, which is a firewall. Firewalls helps to safeguard internal 

environment form the external public threats such as any kind of malware or any application layer attacks, it 

also helps to block or prevent any access to a particular user or their IP address, thus preventing from the 

attackers and their attempts to compromise network (Waqar, et al., 2017). 

Firewall is the perimeter device; it works on layer 3, layer 4 and layer 7 of an OSI (Open System 

interconnection) model. It has the ability to allow, block redirect or discard the traffic and acts as a barrier 

between trusted network and untrusted network. All the users or systems present within the LAN are in 

control of the organisation comes under trusted and the entire public user outside of the LAN comes under 

untrusted (Imran, et al., 2015) (S. -d. & E. , 2017) (P. , et al., 2006). Devices kept at perimeter are prone to 

external as well as internal attacks, attacks such as denial of service(DOS), which fully utilize the resources 

and once reached a maximum capacity it may face any hardware issues and cause hardware corrupt or system 

shutdown (Konikiewicz1 & Markowski, 2017). 

To avoid this single point of failure, a replica firewall is added in the network with the same 

configuration as of the previous one. Bringing both the devices in sync with the help of high availability 
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feature in the firewalls, which transfers the current session information between both the firewalls. Session 

information is the information of the traffic going through the firewall. Creating a replica of firewall in the 

environment gives the Organisation a second backup to manage threat-full events, where firewalls will be 

securing the perimeters in a High availability mode and one of the device being the master and other being 

the slave. Both the devices share real time information of the sessions that has been created in the master so 

that in case of failure slave can take the place of master automatically until the master comes up and/or the 

threat is resolved. This model overcomes the limitation of failsafe network to avoid network being hampered 

and provide services continuity. 

The contribution of this work is significant, as it will provide insights into the practical challenges 

and benefits of providing continuity of the services and securing and implementing firewall redundancy in 

real world scenarios. Additionally, the proposed research will also provide recommendations for any such 

implementation, which later can be used by an organization to improve the security and reliability of their 

network architecture and ensure protection and continuity of their critical business services. The benefits of 

this proposed solution are service continuity, reliability of resource, reduced downtime of network 

infrastructure and ensure the protection of their critical business data. 

 

Problem Statement 
The major issue is with the availability of the services provided by an organization; if the devices are 

not available then the services will not be available. Firewall is the first line of defense and have a higher 

importance in securing a network fabric hence providing redundancy in firewalls will increase the chances 

of availability of the Business resources. 

 

Research Question:  
What is the need of redundancy in the security infrastructure and how firewall supports business security 

architecture with redundancy? 

 

2. Related Work 
Critical analysis of reputed papers were conducted, in order to highlight strength and weakness of existing 

related work. This section will provide an overview of research in Network redundancy, Firewall redundancy 

implementation of GNS3 and virtual environments. 

 

2.1  Reliability 

Recently, modern society has become highly dependent on communication networks, including Internet, 

for various functions ranging from infrastructural utilities such as electricity, water, social and economic 

aspects such as telecommunications, education, business and commerce. As these are present on the Internet, 

it is crucial to ensure reliability and availability of these networks, (Waqar, et al., 2017) proposed modeling 

and analysis techniques that can be used to study the reliability of communication networks. Along with the 

increasing growth of computer networks, security threats multiplies and accordingly improving and 

enhancing the network security devices and methods become a necessity 
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2.2 Redundancy 

The importance of reliability is highlighted by (Cisco Press, 2014) by adding redundancy, as it is 

important to keep the network reliable and available to the end users. In this, the LAN redundancy is achieved 

by various layer 2 and layer three devices such as switches and routers and if one device fails, other device 

will help continue the work. This article also explains spanning tree protocol and layer-3 redundancy 

implementation (Cisco Press, 2014) helps achieve the organization service continuity. 

The diagram below shows the redundant architecture of the complete business where each and every 

communicating device has a redundant partner which helps in communication, thus ruling out the single 

point of failure concept. 

 

 

Figure 1: LAN Redundancy with hierarchical design model (Cisco Press, 2014). 

 

The importance of reliability and availability of the switches router and devices are highlighted by 

(Waqar, et al., 2017) and (Zhu, et al., 2016), Here, it work until the layer 3 of the OSI model, but not above 

layer 3, such as firewalls, IPS, IDS web application firewalls and many more. Implementation of security 

requires a device working on higher levels such as layer 3 and above which is represented by (Imran, et al., 

2015) (Xin , et al., 2009) (P. , et al., 2006). 

The significance of redundancy in firewalls and its support for the security architecture of businesses is 

highlighted by (A., 2019). By evaluating the performance of first hop redundancy protocols in industrial 

network environments, the study sheds light on the importance of redundancy in maintaining network 

availability and reliability. By leveraging redundant firewalls and effective first hop redundancy protocols, 

organizations can enhance the security and resilience of their computer networks.  
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2.3  Firewall Technologies 

Based on the previous research on LAN redundancy also (Imran, et al., 2015) and (Xin , et al., 2009) 

represented the firewalls technologies and its working. These papers analyze network security using the 

firewall technology based on variable firewall principles with its advantages and disadvantages also 

increasing the security provided by the organization. As the attacks are emerging on the daily basis and also 

to cope with loss of confidential data, virus spreading and avoid attackers by blocking or restricting access 

however this research was limited to single firewall and edge devices. 

Here as there is only one firewall deployed and also being the single point of failure, which does not, 

helps business with service availability also we cannot deploy hardware firewalls, as it will incur charges to 

purchase the device. This above paper was focusing on the hardware firewall, its type, but it was not 

implemented in fault tolerant mode in real world scenario. Implementing redundancy measures in firewalls 

is a crucial aspect of building a secure and reliable business network infrastructure (W, et al., 2019). 

 

2.4  Firewall Load Balancing 

It is the process of distributing the traffic over a set of resources in order to increase the overall availability 

and efficiency of the resources. (S, et al., 2001) Highlights about the usage of load balancer kept in before 

firewall pairs to balance the traffic load between the firewalls and make the services and resources available. 

Clustering technologies similar to the server technologies used in the Firewall load balancing technique. 

Different approaches, such as L4/2 and L7/2 clustering, used to tie servers together. FLB devices acted as 

gateways between network traffic and firewalls, similar to server clusters, balancing connection requests. 

Leading vendors like Cisco and F5 Networks developed FLB devices alongside server load balancing 

solutions. Software-based balancers, like the UNL solution, offered flexibility, while hardware-based devices 

provided superior performance butt it cost extra implementation and configurational overhead for load 

balancers as well. 

 

2.5  Firewall Cluster 

It consists a pair of firewall that refers to redundant pair, which work together in synchronization. (S, et 

al., 2001)published a paper which shows the firewall in pairs but not synchronized with each other they are 

only used to load balance the traffic whereas (P. , et al., 2006) and (Sararwat, 2022) has performed the cluster 

of firewalls in an High availability mode( HA) and they were in sync of each other. Any changes done on 

active firewall was updated to the backup firewall. Access rules were used to allow for communication of 

traffic from inside zone to outside zone. Natting, Packet filtering and state-full packet inspection is performed 

where the traffic is flowing from trusted to untrusted network, but the failover scenarios  as well as the 

continuity of the service is not proven to create fault tolerant network in this research.  

Hence, in our research, we have configured strict policies on the firewall to secure our organization from 

external threats to avoid any services being hampered provided by that organization. In addition, we are 

trying to prove how high availability of the firewalls will help the business to provide continuity for their 

services. 
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Table 1: Strength and Limitation of the Related Work 

Related work Strengths Limitations 

(W, et al., 2019) 
Reliability of 

Communication Networks 

Broader perspective not 

limited to particular 

Communicating device 

(Cisco Press, 

2014) 
Lan Redundancy 

No security devices 

Involved 

(Zhu, et al., 2016) Real Time Fault-tolerance 

Applicable for task 

allocation and message 

transmission 

(Iman , et al., 

2013) 

Role of Firewall 

technology 
Redundancy 

(Xin , et al., 

2009) 

Firewall Applications in 

network security 
Limited to edge devices 

(A., 2019) 
Performance evaluation of 

redundancy protocols 

Focused on performance of 

three different protocols for 

redundancy 

(Stoitsov & 

Shotlekov, 2016). 

Network Topology 

implementation with 

GNS3 

Implementation of only 

routers and switches but not 

Firewalls 

(S, et al., 2001) 
Firewall Sandwich 

configuration 

Focused on traffic Load 

balancing 

(P. , et al., 2006) 
Designing  Stateful 

network equipment’s 

Focused on kernels and  

process architecture 

(Sararwat, 2022) 
Securing Firewalls in HA 

from external attacks 

Focused on different types 

of attacks and securing from 

the external threats 

Our Approach 

Service continuity using 

Firewall redundancy and 

securing the firewalls in 

HA 

Creating huge amount of 

traffic using DOS or DDOS 

to create firewall failover 

and Future attack vectors 

 

3. Research Methodology 
 

As per analysing previous studies and methods, we observed that each method has advantages for its 

own wellbeing and corresponding limitations, however summarising this might not help in creating a 

redundant nature for devices supporting L3 and above layers. To overcome this, we are proposing service 

continuity using firewall redundancy to ensure security and services to be available all the time. Therefore, 

in case of failure of the security hardware another replica should be present without hampering the production 

environment and the live traffic. 

The proposed research aims to investigate the risks associated with a single point of failure in an 

organization's infrastructure and the need for redundancy, with a specific focus on how to provide service 

availability and resource reliability to support business security architecture with firewall redundancy. The 

research implemented using a combination of literature review, case studies, and simulation-based 
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experiments. As discussed in the previous section about the redundancy, we are proposing a new approach 

with simple network architecture including servers, switches, users and external public user, for ensuring 

security with reliability and High availability with the help of firewalls.  

The proposed research will also include the development of a High availability plan that will outline 

the steps that an organization can take to ensure the continued operation of its critical business processes in 

the event of a failure or outage.  

The network possessing web servers, Linux servers, DNS, Routers, switches and two Next generation 

firewalls (NGFW). Here, we are using ASA firewalls that has security levels 0-100 and traffic flow from 

higher level to lower levels so, inside zone has higher security level (100) and outside zone has lower security 

level (0) and DMZ ha security level of 50 and we can also create a customised zones with customised security 

level. Outside network is placed in Outside zone and internal network is placed in Inside zone also 

management zone is created for having management access of the firewalls. 

In our research, we have opted for ASA NGFW cluster as the image size is small, it requires less 

space and boots faster as compared to Palo alto (Sararwat, 2022) and with 2 firewalls in a cluster which are 

configured with strict security policies for detecting and blocking any malicious traffic from an untrust 

/Outside zone. The NGFW are configured in an HA mode so the data is synchronised between them. The 

synchronization of data includes any incremental configurational changes and the current traffic status and 

the heart beat signals. The flow of traffic from trust zone to untrust zone is allowed but not in reverse by 

default. The default policy of the firewall is to deny the traffic and access list can be used to allow traffic 

from particular source to destination. 

 

Table 2: Proposed Access Lists 

S. No.  
Name of 

policy  
Source  Destination  Action  Description  

1 ICMP_Allow  

Outside 

zone, Inside 

Zone 

 Inside Zone, 

Outside zone 
Allow  

Allows network traffic from 

Outside to Inside zone and 

vice versa to verify the 

connectivity (Later it can be 

deleted) 

2 
Inside to 

outside 

inside zone 

to outside 

zone 

Outside Zone Allow  
Allows network traffic from 

Inside  to outside zone  

3 
Management 

to inside 
Mgmt zone Inside Zone Allow  

Allows network traffic from 

mgmt zone to another 

internal zone  
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4. Design Specification 
 

The Network Fabric is divided into 3 parts Trust zone, Untrust Zone and the Management zone. 

Untrust zone or the Outside zone comprises of the router and a Linux based Firefox machine while trust zone/ 

Inside zone comprises of all the internal organisational devices that needs to be secured such as User segment 

and the Server segments, User segment in turn consists of two Linux desktop (kali Linux and a firefox-ubuntu 

image). The server segment consist of DNS server, router, switch, Ubuntu and a WordPress server. In 

addition, both the firewalls are configured with the management interface using a switch so that the SSH 

access of both the firewalls can be taken from the management interface. 

 HA clustering is performed for synchronizing all the NGFWs with each other. These ASA uses ip-

proto-105 & ip-proto-8 for High availability. Failure is detected by sending hello messages at regular interval 

on all the interfaces if one of the interface is down then firewall is forced to inform the status to the partner 

and change the state. The firewall is connected towards the internal network-using switch, which then later 

connects to a router, server and various user end devices. Router is added to segregate the server segment 

from the user segment. 

 

 

Figure 2 Proposed Architecture. 

 

 

5. Implementation 
 

Problems and solutions on virtual network topologies are depicted with a simulation environment 

called GNS3 (Stoitsov & Shotlekov, 2016) (D. T. Vojnak, 2019). The implementation of network fabric done 

by using GNS3 virtual environment, which is a network simulator and loading of certain images on the virtual 
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environment such as Cisco ASAv 10.1.0, Cisco 3725 routers, GNS provided basic switches, kali Linux and 

Ubuntu based desktops, DNS server and a WordPress server. 

The GNS3 is integrated with VMware workstation Virtualised environment to run the firewalls and 

Linux servers on it. The hardware configuration of ASAv is 3 GB ram and 8 ports of 1 GBPS link each, 

Linux server was running with 4 GB ram and 80 GB of SSD drive with 2 ports and intel i5 8th Generation. 

The Gns3 Environment is also integrated with the Docker containers to download WordPress and DNS server 

images. A DNS server is created for having a hostname-ip mapping within the environment, a simple 

WordPress server is placed in the server segment. A separate router R2 is added to keep the networks of User 

and Server Segment variable. 

Agni 1 and Agni 2 are the Cisco ASAv 992 image of the firewall and are placed at the perimeter of 

the organisation. In Outside network an attacker is present using kali Linux with 4 GB ram and 80 GB SSD 

and performing a denial of service attack from the outside zone. Default cloud was created for the internet 

access in the virtual environment using the loopback adapter and the DNS server is created for the name 

lookups. A WordPress server is also hosted on the server segment to make it look like a simple simulated 

organisation. 

 

Table 3: List of Devices and Images 

S. No. Vendor   
Name and 

version of image 

Networking 

component 
Interface IP address 

1 

  

  

  

  

Cisco 

Agni-1 

  

  

  

  

asav9.9(2) Firewall 

Ge 0/0 192.168.140.10 

Ge 0/1 192.168.2.10 

Ge 0/2 192.168.45.10 

Ge 0/6 

(Failover) 
10.1.1.1 

Man 0/0 10.1.0.10 

2  

  

  

  

Agni-2 

  

  

  

  

    

Ge 0/0 192.168.140.11 

Ge 0/1 192.168.2.11 

Ge 0/2 192.168.45.11 

Ge 0/6 

(Failover) 
10.1.1.2 

Man 0/0 10.1.0.11 

            

3 

  

R2 

  c3725-

adventerprisek9-

mz.124-

15.T14.image 

Router 

Fe 0/0 192.168.140.12 

Fe 0/1 172.20.19.12 

        

4 

  

R1 

  

Fe 0/0 192.168.2.1 

Fe 0/1 192.168.146.11 
       

5 
Docker 

WrodPress-1 WordPress Web server eth0 172.20.19.15 

6 Ubuntu-1 Ubuntu Linux server eth0 172.20.19.16 
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7 

Linux 

DNS-1 Dns  DNS Server eth0 172.20.19.100 

8 Attacker 
Kali Linux 

2021.3 
Edge Device eth1 192.168.146.15 

9 User Desktop linux-tinycore Edge Device eth0 192.168.140.9 

10 MGMT linux-tinycore Edge Device eth0 10.1.0.12 
       

11 

Gns3 

PC1 BSD Edge Device eth0 192.168.140.8 

12 Cloud1 Cloud Cloud VMnet8 192.168.146.1 

13-17 

Switch 1, Switch 

2, Switch 3, 

Switch 4, Switch 5 

Switch 
Access 

Switch 

eth0, eth1, 

eth2, eth3, 

eth4 

N/A 

 

Python script Goldeneye were used to create denial of service attack at some level to see how the 

firewall is handling the traffic and how the firewall blocks the unknown traffic 

 

 

Figure 3: Network Fabric 

6. Evaluation 
Critical Evaluation is conducted through a series of experiments using the simulated environments. 

The simulation-based experiment are done to measure the service availability and effectiveness of firewall 

redundancy in improving the security and reliability of an organization's infrastructure. As per analysis of 

(Sararwat, 2022) for enhancing security in network using Firewalls and load balancers. Here the study was 
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done on all the security aspects for securing the environment with redundancy and firewall hardening, based 

on that the network security is evaluated. 

Using this evaluation method as a benchmark for our proposed methods, we implement our proposed 

theory. The qualitative evaluation based on the real time traffic observed in the scenarios, which is used to 

provide insight into the practical challenges and benefits of providing service availability and implementing 

firewall redundancy and security policies in real-world environment. The attack vector generated are from 

an outside zone interface of the firewall where a port 443 and 80 is open for the public access which acts as 

the services provided by an organisation. 

 

6.1  Detection and blocking of DOS attacks 

Denial of service attack done on the outside interface of the firewall through an attack vector using kali 

Linux. Here, Goldeneye script are used to generate huge amount of TCP traffic. It is used for performing 

attack on the firewall through a router; the motive of this evaluation is to avoid any service being hampered 

due to such types of attack thus avoiding any services being disrupted. 

Goldeneye is an open source tool from GitHub, used to perform denial of service attack. This tool allows a 

single machine to takedown another machines webserver by using legitimate HTTP traffic. It makes a 

complete handshake of TCP connection and requires only few hundred requests at regular intervals and for 

long-term. 

 

Figure 4: DDOS using GoldenEye 

As we can see that, the command uses the python script with port number 80 with default 10 workers, creating 

30,000 socket connections on the target address. The attack is done on the outside interface of the firewall 

creating huge amount of traffic and flooding on port 80 as shown below in the image of firewall packet 

capture and the CPU peaks to 100% resource utilization. 
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Figure 5: Before Implementation of security policies 

 

Figure 6: CPU Utilization 

After Implementation of threat detection and security policies by applying DOS rate limiting the traffic from 

the attacker, the traffic is getting dropped as well as shunned to block the attack from that ip for a particular 

time as shown below, 

 

Figure 7: After Implementation of Security policy against DOS 
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The Event per second list is also shown below, representing the total attack events that has been detected per second on the 

interface of the firewall for an amount of 10 minutes to 1 hour. 

 

Figure 8: Blocked Dos Events per second 

 

6.2  Detection and blocking of traffic from unknown sources 

The firewall uses stateful inspection and remembers the session traffic flowing through the firewall and if 

the traffic is not terminated then after the stipulated time the firewall discards the traffic. This evaluation was 

done to show the security policies working in the firewall and are in place to prevent from such type of 

attacks. Hping3  and metaslpoit tool was used to generate a high rate SYN attack on the interface of the 

firewall to utilize the bandwidth and create unnecessary fake sessions on the firewall. 

 

Figure 9: Hping3 attack 

 

Figure 10: Metasploit attack 

After starting the command, the connection requests on the firewall started increasing. 
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Figure 11: Connection list while the Hping3 attack 

Before the actual implementation of security policies, the firewall was opening the packet, handling the traffic 

and waiting for the reply from the sender. This was causing unnecessary memory and bandwidth usage as 

follows, 

 

Figure 12: Before Implementation of Security Policies 

Our approach was to add rate-limiting feature and access list also using threat detection monitoring system 

on the firewall that eliminates unnecessary utilization of the resources and the session is not in time-wait 

state, nor waiting for a reply from the sender thus saving the firewall resource for legitimate traffic. 

 

Figure 13: After enabling Threat detection 
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6.3  Link failure  

Created a scenario by manually failing one of the link connecting to the firewall and the management switch 

and making the firewall to inform the state change to the partner and forcing itself to failover and change the 

state Standby and the standby device will become active. Here Agni-1 is active firewall and Agni-2 is standby 

firewall, so after the state change the Agni-2 firewall becomes active and the Agni-1 becomes standby. 

 

Figure 14: Failover of the Firewalls 

 

The below is the status of the firewall that was changed to standby Ready once the interface came up, but for 

gaining the Active status again needs to be performed manually. 

 

 

Figure 15: Status of the previously active firewall after failover 

 

We can also see that during the failover activity the connection from inside network to outside network is 

not much hampered thus we can prove that the redundancy of the firewall can help achieve service continuity 

without hampering the traffic flow thus allowing the organisation to maintain the service availability and 

resource reliability. 
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Figure 16: Traffic scenario during the failover event 

7. Discussions 
The attack vector was taken into consideration in order to propose an effective research including 

flooding in to the network and utilizing the resources. A denial of service attack of type SYN flood and HTTP 

flood was performed with more than 10,000 packet counts. The attacks such as goldeneye script, metasploit 

and hping3 were used to attack on outside interface of the firewall.  

 The attack was also done by changing the source ip address of the attacker system were the traffic 

from different source ip addresses were created to hide the attacker. Here, sync floods were also created with 

to see if the attack is being dropped by the firewall security policies or not, to highlight that the firewall is 

working under the strict security policies. 

However, the main limitation of the proposed approach is that the amount of traffic generated by the 

attack vector is not sufficient for the firewall interface of one GBPS to shut down or cause any link failure. 

Hence, to create a failover scenario, manual failover is created by shutting the interface down and making 

the firewall to switch the state and the standby firewall gaining the active state. Thus providing continuity of 

the services provided by an organisation by resource availability and continually processing the traffic. 

 

8. Conclusion and Future work 
 

The research questions and interrogates the technique of reliability security feature and the 

availability of the network traffic. The objective and purpose of the research was providing the organization 

with resource availability, strict security policies and creating a small infrastructure keeping end devices in 

mind. The configuration and deployment of the NGFW took place after critically analysing the policies and 

research based evaluations, which led to successful detection and blocking the attacks and also providing 

service continuity for a business. 
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Overall, this research project aims to provide valuable insights into the risks associated with single 

points of failure in an organization's infrastructure and the importance of redundancy, specifically focusing 

on Service availability using firewall redundancy in supporting business security architecture. 

 The follow-up future research project can be performed considering creation of security context in 

firewalls-in-HA and also deployment of the web servers and web application firewalls and generating such 

amount of traffic that can enable the attack vector to cause failure in the firewall interface causing failover 

by attacking the port. 
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