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Hardik Sawant
Student ID: x21232105

1 Introduction

This Configuration Manual lists together all prerequisites needed to duplicate the studies and
its effects on a specific setting. A glimpse of the source for Data Importing & Image
Preprocessing and after that Image augmentation while taking into consideration about class
balancing ṁṇ, all the created algorithms, and Evaluations is also supplied, together with the
necessary hardware components as well as Software applications. The report is organized as
follows, with details relating environment configuration provided in Section 2.
Information about data gathering is detailed in Section 3. Image pre-processing included in
Section 4's information extraction section. In section 5, the Image Augmentation is described.
Details well about models that were created and tested are provided in Section 6. How the
results are calculated and shown is described in Section 7.

2 System Requirements

The specific needs for hardware as well as software to put the research into use are detailed in
this section.

2.1 Hardware Requirements

The necessary hardware specs are shown in Figure 1 below. MacOs M1 Chip, macOS 10.15.x
(Catalilna) operating system, 8GB RAM, 256GB Storage, 24’’ Display.
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Figure 1: Hardware Requirements

2.2 Software Requirements

 Anaconda 3 (Version 4.8.0)
 Jupyter Notebook (Version 6.0.3)
 Python (Version 3.7.6)

2.3 Code Execution

The code can be run in jupyter notebook. The jupyter notebook comes with
Anaconda 3, run the jupyter notebook from startup. This will open jupyter
notebook in web browser. The web browser will show the folder structure of the
system, move to the folder where the code file is located. Open the code file from
the folder and to run the code, go to Kernel menu and Run all cells.

3 Data Collection

The dataset is taken from Kaggle public repository from the link
https://www.kaggle.com/c/alaska2-image-steganalysis. The dataset contains a
large number of unaltered images, called the Cover image, as well as
corresponding examples in which information has been hidden using one of three
steganography algorithms (JMiPOD, JUNIWARD, UERD).

4 Data Exploration

Figure 2 includes a list of every Python library necessary to complete the project.

Figure 2: Necessary Python libraries
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The Figure 3 represents the block of code to make a list of the images in their respective
categories.

Figure 3: EDA for Checking Data Information

As seen in Figure 4, the block of code to set global variables of the train and test folder
path, image size and list of categories.

Figure 4: Global Variables

In figure 5, the code to check for sharpening array for images and creating category
dictionary.
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Figure 5: Sharpening and Label Dictionary

The Figure 6, illustrate the code to functions and implementation of image convolver
doing image sharpening.
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Figure 6: Multi Convolver

5 Image Augmentation
The Figure 7, illustrate the code for image augmentation.
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*
Figure 7: Image Augmentation

Figures 8 show the code used to read a image and plot it in RGB and gray scale.
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Figure 8: RBG and Gray Scale Image

The Figure 9, illustrate the code to generate threshold contour of the image using adaptive
thresholding.

Figure 9: Image threshold contouring

The Figure 10, illustrate the code for to generate folders for categories and move the
images to their respective category folders.
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Figure 10: Generate folders and data
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Figures 11 show the code to read the images from their category folders and creating
training data.

Figure 11: Generate training data

Figures 12 show the code to read the images from their category folders and creating testing
data.
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Figure 12: Generate testing data

The Figure 13, illustrate the code to select features using Principal Component Analysis.

Figure 13: Image feature selection

The Figure 14, illustrate the code to build training and testing data for neural network based
model using Image Data Generator.
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Figure 14: Image Data Generator
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6 Machine Learning Models

6.1 InceptioNEt

Figure 15: Implementation of InceptionV3
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6.2 CNN

Figure 16: Implementation of CNN
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6.3 SVM

Figure 17: Implementation of SVM
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7 Model result

This section explains the performance of the models.

7.1 Model Scores

Figure 18: Model Performance

7.2 Accuracy

Figure 19: Accuracy
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Figure 20: Accuracy
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