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Configuration Manual 
1 Introduction 
The steps and process taken in the development of this project for an 
Intrusion Detection System for networks is presented in this 
Configuration Manual. It describes all necessary settings and software 
tools needed to replicate the experimental setup for the project. 

2 System Specification 
The system configuration used in the project are: 

• Operating System: Windows 10 

• Processor: Intel Core i5 10 Gen 

• Hard Drive: 500GB 

• RAM: 8GB 

3 Software Tools 
Some of the software tools used to implement this project are: 

• Python 

• Google Colab 

3.1 Software Installation 
This presents the processes taken in installing the tools used. 

• Download and Installation of Python 3.11.4. The download link is  
https://www.python.org/downloads/ 
 

https://www.python.org/downloads/
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Fig 1: Python Download 

 

 
Fig 2: Python Installation 

 

This is because I already python 3.11.3 installed on my laptop. 
 

4 Implementation 
The libraries from python used in implementing this project: 

• Sckit-Learn 

• Keras 
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• Pandas 

• Numpy 

• Matplotlib 

 
 
 

 
Fig 3: Mounting local file in google colab 

 

 
Fig 4: Importing libraries 

1 Data preparation 

In this chapter, data preparation steps are taken before passing it ro the 
model training and testing. 
These steps includes: 
Data scaling/ Normalization 
One-hot encoding 
Label categorization 
Label encoding 
Data spliting 
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Fig 5: Data Preparation 

 

2.1  Data cleaning 
This chapters contain the data cleaning code. We go through the process of 
removing the the feature that has 0 value it dataset to avoid noise in the 
model training. 

 
Fig 6: Data preparation 

1.1 Data Scaling 

This cells contain the code for scaling the data into adequate size for ML 
algorithm. 

 
Fig 7: Data Scaling 
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Fig 8: Data Scaling 

 

2 One Hot Encoding 

This cells contains code for converting our categorical feature into numeric to 
be easily be used for model training.  

 
Fig 9: One Hot Encoding 
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Fig 10: One Hot Encoding 

 

3 Label Categorization 

This cells code categorize the label attacks into classes ( Normal, Dos, R2L, 
U2R, Probe) and for easy visualization of the attack label. 

 
Fig 11: Label Categorization 

 

 
Fig 12: Attack visualization 
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4 Label Encoding 

Label encoding is done on the label column that has categorical values to turn 
them into numerical values by replacing the data categories by integers 
starting with 0. 

 
Fig 13: Label Encoding 

 

5 Data Splitting 

Final step to data preparation is splitting the data into training and testing sets. 
For this there already exists sklearn function that does all the splitting for us. 
This step is important so we can have data for evaluating our model and both 
trainand test samples should contain similar data variance. 

 
Fig 14: Data splitting 
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6 Model Training 
6.1 Support Vector Machine 

 
Fig 15: SVM Model Training 

 

6.2 K-Nearest Neighbor Classfier 

 
Fig 16: KNN Model Training 

 

 

6.3 Gradient Boosting Machine Classifier 
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Fig 17: GBM Model Training 

6.4 Quadratic Discriminant Analysis 

 
Fig 18: QDA Model Training 
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6.5 Random Forest 

 
Fig 19: Random Forest Model Training 

6.6 Multi Layer Perceptron 

Model definition 

 
Fig 20: MLP 

Optimization and metrics 

 
Fig 21: MLP 

 

Results and Evaluation 
Algorithm Accuracy Precision Recall F1 Score 

SVM 93.00 92.00 93.00 92.00 

KNN 98.00 98.00 98.00 98.00 

GBM 97.00 97.00 97.00 97.00 

QDA 47.00 73.00 47.00 53.00 

Random Forest 97.45 97.00 97.00 97.00 
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MLP 96.83 97.02 96.61 96.81 

 

7. Reinforcement Learning 
Reinforcement learning offers a promising approach to enhance Intrusion detection 
system capabilities by allowing systems to learn and adapt based on feedback from 
their environment. 
The aim of this projects is to develop an IDS using DQN algorithm to detect and 
classify network intrusion accurately. The IDS should be capable of learning from 
historical network data and making informed decisions on whether network traffic 
represents normal or malicious behaviors (Probe, DOS, R2L, U2R). 

1.1 Terms used in Reinforcement Learning 

o Agent(): An entity that can perceive/explore the environment and act upon it. 

o Environment(): A situation in which an agent is present or surrounded by. In 

RL, we assume the stochastic environment, which means it is random in nature. 

o Action(): Actions are the moves taken by an agent within the environment. 

o State(): State is a situation returned by the environment after each action taken 

by the agent. 

o Reward(): A feedback returned to the agent from the environment to evaluate 

the action of the agent. 

o Policy(): Policy is a strategy applied by the agent for the next action based on 

the current state. 

o Value(): It is expected long-term retuned with the discount factor and opposite 

to the short-term reward. 

 
 

7.1 Building the Environment 
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Fig 22: Reinforcement Learning Environment 

This cell code defines the reinforcement learning environment for the network 
intrusion detection and defining all the necessary component of the environment. 

 

 

 

 

 

 

 

 

 

 

 

7.2 Building the Agent 
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Fig 23: Reinforcement Learning Agent 

This cell codes defines the agent that will perform some certain actions and explore 
the environment. 
 

7.3 Implementing the data 
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Fig 24: data implementation 

7.5 Tracking the process of the training 

Fig 25: Tracking with Episodes 
This code cells tracking the training process by looping through the episodes. 
 
 
 

7.6   Plotting the Learning Curve 

 
Fig 25: Learning Curve 

This cell code measures the evaluation of the performance of the implemented DQN 
algorithm and monitoring the convergence of the agent’s total rewards 
 
 
 

 

 
 


