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1 Introduction 
The present Configuration Manual compiles all the necessary prerequisites required for the replication of the 
studies and their impacts within a particular context. The provided information includes an overview of the data 
importing process and exploratory data analysis (EDA), followed by data pre-processing techniques such as 
class balancing, label encoding, and feature selection. Additionally, the document includes details about the 
developed algorithms and their evaluations. Furthermore, the necessary hardware components and software 
applications are also mentioned. The report is structured in the following manner, wherein Section 2 presents 
comprehensive information pertaining to the configuration of the environment. 
 
A comprehensive explanation regarding the process of data collection can be found in Section 3. Section 4 
encompasses the process of data pre-processing, which involves various techniques such as exploratory data 
analysis (EDA) for information extraction. Section 5 of the document provides a description of the process 
known as class balancing. Section 6 provides an overview of two important concepts in machine learning, 
namely Label encoding and Feature Selection. Section 7 of the document offers comprehensive information 
regarding the models that were developed and subsequently subjected to rigorous testing. The methodology for 
calculating and presenting the results is outlined in Section 8. 

2 System Requirements 
 
This section provides a comprehensive delineation of the specific hardware and software 
requirements necessary for the practical implementation of the research findings. 
 
2.1 Hardware Requirements 
The essential hardware specifications are depicted in Figure 1 as presented below. The system configuration 
comprises a MacOs M1 Chip, running on the macOS 10.15.x (Catalina) operating system. It is equipped with 
8GB of RAM and a storage capacity of 256GB. The display size measures 24 inches. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Figure 1: Hardware Requirements 
 
2.2 Software Requirements 
 

• Anaconda 3 (Version 4.8.0) 
• Jupyter Notebook (Version 6.0.3) 
• Python (Version 3.7.6) 

 
2.3 Code Execution 
 
 The code has the capability to be executed within the Jupyter Notebook environment. The Jupyter 
Notebook is included in the Anaconda 3 distribution and can be launched upon system startup.  Executing this 
command will launch Jupyter Notebook within a web browser. The web browser interface will display the 
hierarchical arrangement of directories within the operating system. Users are advised to navigate to the specific 
directory containing the desired code file. To access the code file, navigate to the designated folder and proceed 
to open it. To execute the code, locate the Kernel menu and follow the necessary steps. Execute all code cells. 
 

3 Data Collection 
 

The dataset utilized in this study was sourced from the public repository on Kaggle, accessible via the following 

link: https://www.kaggle.com/datasets/mohamedamineferrag/edgeiiotset-cyber-security-dataset-of-iot-iiot. The 

dataset contains a comprehensive collection of authentic cyber security data pertaining to Internet of Things 

(IoT) and Industrial Internet of Things (IIoT) applications. 

 

4 Data Exploration 
 
Figure 2 includes a list of every Python library necessary to complete the project. 
 

  
 

Figure 2: Necessary Python libraries 
 
 
 
 
The Figure 3 represents the block of code to check data information. 
 

 



 

    
Figure 3: EDA for Checking Data Information  

 
 
In figure 4, the code to check for missing data. 
 

 



 
Figure 4: Missing data information 

 
 

 

5 Class Balancing 
 
The Figure 5, illustrate the code to check to value counts for each class and removing 
unknown class data. 
 

*  
Figure 5: Class counts 

 
Figures 6 show the code used to merge similar category of attacks into one.  
 
 



 

 
Figure 6: Class Balancing 

 
The Figure 7, illustrate the code to balance the class by random sampling to minority number.  
 



 
Figure 7: Class Balancing 

 
 

5 Label Encoding and Feature Selection 
 
The Figure 8, illustrate the code to encode all the object type columns and then 
separating the feature and target data. 
 



*  
Figure 8: Label Encoding 

 
Figures 9 show the code used for feature selection using chi-square and then splitting the 
data into training and test data .  
  
 
 

 
 

Figure 9: Feature Selection 
  
 
 
 



 

7 Deep Learning Models 
 
 
7.1 Variational Autoencoder 
  

Figure 10: Implementation of Variational Autoencoder 
 



7.2 LSTM  
 

 
Figure 11: Implementation of LSTM 

 
 
7.3 RNN  
 



 
Figure 12: Implementation of RNN 

 
 
 
 
 
 
 
 
 



7.4 GRU  
 

 
Figure 13: Implementation of GRU 



8 Model result 
 
This section explains the performance of the models. 
 
8.1 Model Scores 
 
 

 
Figure 14: Model Performance 

 
 
8.2 Accuracy  
 

 
Figure 15: Accuracy 

 
 
 
 
 
 
 
 
 
 
 



8.3 Accuracy V Training Epochs  
 
 

 
Figure 16: Training accuracy and Validation Accuracy of  VAR 

 
   
 



 
Figure 17: Training accuracy and Validation Accuracy of  LSTM 

 
  
 
 

 
Figure 18: Training accuracy and Validation Accuracy of  RNN 

 



 

 
Figure 19: Training accuracy and Validation Accuracy of  GRU 
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