
 

 

 

 

 

 

 

 

 

 

 

 

 

Malware Detection Framework Using 

Hybrid Deep Learning Algorithms 

 
Configuration Manual 

 

 
Research Project 

M.Sc. Cybersecurity 

 

Ayaan Khan 
Student ID: X21199728 

 
School of Computing 

National College of Ireland 

 

 

 

 

 
 

Supervisor: Mr. Michael Pantridge 



 

National College of Ireland 

MSc Project Submission Sheet 

School of Computing 

Student 

Name: 

Ayaan Khan   

Student ID: 21199728 
  

Programme: MSc. cybersecurity Year: 2022-2023 

Module: Research project configuration manual 
 

Lecturer: Mr. Michael Pantridge 
  

Submission 

Due Date: 

 

18/09/2022 

  

Project Title: Malware Detection Framework Using Hybrid Deep Learning 

Algorithms 

Word Count: 1148 Page Count: 7 
  

 

I hereby certify that the information contained in this (my submission) is information 

pertaining to research I conducted for this project. All information other than my own 

contribution will be fully referenced and listed in the relevant bibliography section at the 

rear of the project. 

ALL internet material must be referenced in the bibliography section. Students are 

required to use the Referencing Standard specified in the report template. To use other 

author's written or electronic work is illegal (plagiarism) and may result in disciplinary 

action. 

 
Signature: Ayaan Khan 

Date: 18/09/2022 

 
 

PLEASE READ THE FOLLOWING INSTRUCTIONS AND CHECKLIST 
 

Attach a completed copy of this sheet to each project (including multiple 

copies) 
□ 

Attach a Moodle submission receipt of the online project. 
submission, to each project (including multiple copies). 

□ 

You must ensure that you retain a HARD COPY of the project, 
both for your own reference and in case a project is lost or mislaid. It is 
not sufficient to keep a copy on computer. 

□ 

 

Assignments that are submitted to the Programme Coordinator Office must be placed 

into the assignment box located outside the office. 

 
Office Use Only 

Signature:  

Date:  

Penalty Applied (if applicable):  



1 
 

 

Configuration Manual 

Ayaan Khan 

x21199728 

 

 
 
1 Introduction 

The present guidebook encompasses the essential guidelines and necessary equipment needed 

for the successful execution of the job at hand. The objective of this study is to develop a model 

that utilizes machine learning and ensemble learning methods for the purpose of detecting a 

specific type of intrusion, namely a remote access trojan (RAT), on Android devices. The inclusion 

of the configuration manual is of utmost importance as it encompasses all essential elements such 

as software, hardware, and implementation methodologies required for the development of this 

project. 

2 System Requirements 

To optimize the efficiency of the model and save processing time, it is necessary to utilize the 

following hardware and software components: 

 

Hardware Requirement’s 

The operating system in question is Windows 11. The Random Access Memory (RAM) of the 

system is 16.0 gigabytes (GB). 

The system is equipped with an 11th generation Intel Core i5-11320H processor, operating at a 

base frequency of 3.20GHz and a maximum turbo frequency of 2.50GHz. Additionally, it features a 

storage capacity of 512 GB in the form of a solid-state drive (SSD). 

The system in question is characterized by a 64-bit operating system and a processor based on the 

x64 architecture. 
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Software Requirements 

The software tools utilized in this study are Anaconda Navigator, Jupyter Notebook, and Python version 

3.11.1. 

The programming language employed in this study was Python, and the research utilized Jupyter 

Notebook as the integrated development environment (IDE) of choice. Various Python libraries were 

employed for the purpose of analysis and visualization, which will be further upon in the subsequent 

discussion. 

The use of a complete software suite known as Anaconda Navigator, which includes Jupyter Notebook 

and the requisite Python configuration for code execution, was employed. The Anaconda 64-bit version 

has been successfully installed on a Windows 11 operating system. Following a successful installation, it is 

necessary to initiate the launch of Jupyter Notebook from the navigator. 

https://www.anaconda.com/products/distribution 

 
 

 

3 Description of Dataset and Data preprocessing 

This section encompasses the many procedures involved in data preparation for the machine learning 

model. 

Importing Libraries 

https://www.anaconda.com/products/distribution
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Importing the required libraries is the initial step in kicking off the data preparation and visualization 

process. The libraries covered in this set are os, Matplotlib, PIL, random, sys, and NumPy. Scipy provides a 

diverse range of algorithms and tools for the purpose of partitioning and transforming data. 

Data Importing and processing. 
 

https://www.kaggle.com/code/mustafahamed/malimg-cnn/input 

Before analyzing the data, it is necessary to lead the malimg_dataset/train into the operating system’s 

data frame. The head () method may be utilized to display all the columns. 

Data Visualization 

https://www.kaggle.com/code/mustafahamed/malimg-cnn/input
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The accompanying illustration shows how the different columns in the dataset are related to one another. 

Given the absence of null or trash values inside the dataset. 

Exploratory Data analysis and One hot encoding 
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4 Model 

We've finally reached the training data's ready state. Next, a model is built that faithfully represents 

the data's patterns, producing consistent, positive results. 

Model Determination 

Sequential () is used in conjunction with the input layer to initialize the CNN model. The model 

consists of a single Flattened layer and two Conv1D layers, each with its own MaxPooling1D and 

Batch Normalization layers. As can be seen in the diagram, the architecture comprises of an input 

layer, a hidden layer, and three layers that are closely connected to one another. In many neural 

networks, the Rectified Linear Unit (ReLU) is utilized as an activation function in the first few layers. 

 

Compiling Model 
 

The model is built with the categorical_crossentropy loss function, which works well for multi-class 

classification applications. The code includes an accuracy metric and uses a Stochastic gradient descent 
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optimizer. 

Model Training 
 

 

The model has been set up to be trained on data by adjusting hyperparameters such as the batch size to 

32 and the number of training iterations to 64. To evaluate the model's efficacy on new data, a validation 

dataset is used. 

Model Evaluation 

Finally, both observable and non-observable data are used to calculate the model's accuracy and loss 

at each epoch, which is used to evaluate the model's performance. Those findings are shown down 

below. 
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After doing extensive testing to assess the model's efficacy, the next step is to visualize the confusion 

matrix, which includes all five labels. The metrics offered by a confusion matrix allow for the 

assessment of accuracy, precision, and recall. 

5 Conclusion 

The model's 97.96% accuracy may be attributed to the thorough explanation it offers of each stage of 

the implementation procedure as described in the setup guide. The model's lightweight and small 

form factor make it ideal for incorporation into IoT devices for malware detection and prevention. 


