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DoS Attack Detection and Mitigation through Deep 

Learning Techniques 

Introduction 

The project configuration manual offers a comprehensive outline and concise insights into the 

academic internship's research endeavours. The study encompassed the practical application and 

comparative analysis deep learning algorithms, namely SVM and CLSTM. Within this manual, an 

exhaustive depiction of the necessary configuration prerequisites is provided, encompassing hardware 

specifications and software prerequisites. The manual further encompasses a comprehensive display of 

all files, accompanied by their corresponding code and respective functionalities. 

Configurations 

This consists the physical components and computer programs needed for a system to function 

properly. 

Hardware: 

• Operating System: Windows 11 

• Processor: Intel i5 9th Gen processor 

• Architecture: 64 Bits 

• Storage: 2TB SSD 

• Memory: 16 GB 

Software: 

To do this research, we will need to install the following software and modules. 

• Anaconda (Anaconda | The World’s Most Popular Data Science Platform, no date) 

• Jupyter Notebook (Project Jupyter | Home, no date) 

• Python (Welcome to Python.org, 2023) 

• Pandas (pandas - Python Data Analysis Library, no date) 

• Seaborn (Waskom, 2021) 

• Pickle (pickle — Python object serialization, no date) 

• Sklearn (scikit-learn: machine learning in Python — scikit-learn 1.3.0 documentation, no date) 

• TensorFlow (TensorFlow, no date) 

• Yagmail (Kooten, no date) 



Implementation 

Step 1: Install the Anaconda and Jupyter Notebook from its official website 

Step 2: Install different python modules with following commands 
 

Step 3: Create a 1_Preprocessing_file.ipynb and import modules 
 

Step 4: Load the original dataset 
 

Step 5: Display the first few rows of a DataSet 
 

Step 6: Returned a tuple containing the number of rows and columns present in the DataSet. 
 

Step 7: Will look if there is any null or infinity value in the DataSet. 
 

 



Step 8: To find what types of DoS attacks are there from label column 
 

Step 9: To calculate how many attacks are there for each DoS attack type 
 

Step 10: Analyse label feature of every DoS attack type using chart 
 

Step 11: Display concise information about a DataSet. This information includes the number of non- 

null values in each column, the data types of each column, and memory usage. 
 

Step 12: Create a dictionary that associates each label with its index. 
 

Step 13: Will select a feature from the dataset which can give us the highest accuracy 
 

Step 14: Will display the first few rows of the data from the filtered.df 
 

Step 15: A Min-Max Scaler is applied to normalizie the data in "filtered_df" without the 'class' label. 

The scaled data is stored in "data," maintaining the 'class' column. 
 



Step 16: Save the 'scaler' object to a file named 'Scaler.pkl' in the 'models' folder using the 'pickle' 

module. 
 

Step 17: Extract column names, excluding "class". Save list to 'Important_Columns.pkl' using pickle. 
 

Step 18: Now separate the columns from dataset where X will be all rows and all columns except last 

columns and y will be all rows and last column. 
 

Step 19: Display the beginning of data in "X" and “y” 
 

 

Step 20: Using the SMOTE technique, oversample data for balancing. Transform into a DataSet, 

shuffle, and displayed a sample from the dataset. 
 

Step 21: Now will generate a bar chart to analyse and display the distribution of class labels in a 

dataset. We will use the matplotlib library to create the chart and includes labels and annotations for 

each bar, illustrating the count of records for each class. 
 



Step 22: Retrieving the shape of data 
 

Step 23: Now separate the columns from dataset where X will be all rows and all columns except last 

columns and y will be all rows and last column. 
 

Step 24: Display the beginning of data in "X" and “y” 
 

 

Step 25: Now we will split dataset into training and testing sets using the train_test_split function. It 

ensures a random yet consistent division for evaluation. The shapes of the resulting sets are then 

printed. 
 

Step 26: Now will save the training and testing data along with their labels in separate CSV files 

within a folder named "splitted_data", excluding the index column. 
 

Step 27: Now we create a new file called 2_Training_File and will import the modules. 
 



Step 28: Will load training and testing data using CSV files: X_train, X_test, y_train, y_test from the 

'splitted_data' folder. 
 

Step 29: Display the beginning of data in "X_train", “X_test”, “y_train” and “y_test”. 
 

 

 

 

Step 30: Now we will perform the SupportVectorMachine algorithm. 

Now we will use SVM model from the scikit-learn library, fitting it with training data. It will measure 

the time taken for execution. 
 

We will measure the time taken, it will use trained SVC model to predict values from test data, and 

prints the predictions as a list. 
 

Now will convert true labels from y_test into a list and will print them. 
 

Step 31: Result analysis of SVM 

Will print the labels. 

 

Now will calculates and display the validation accuracy (in percentage) of the Support Vector 

Classifier model using true labels and its predictions. 
 



Will generate a report comparing predicted and true labels using the Support Vector Classifier (SVC), 

and print it. The report includes precision, recall, and F1-score for each class. 
 

Displayed a heatmap using Seaborn and Matplotlib to show a confusion matrix from predicted and true 

labels using Support Vector Classifier, with class labels and counts. 
 

Will save the 'SVC_model' using pickle to the 'SupportVectorClassifier.pkl' file located in the 'models' 

directory. 
 

Step 32: Now we will perform the ConvolutionalLongShortTermMemory algorithm. 

Will convert training and testing labels into categorical format using "to_categorical" function and 

display the first 5 entries of transformed training and testing labels. 
 

Now we will reshape training and testing data into a specific format, adding a dimension and then 

prints the new shapes of the transformed datasets. 
 

Willimport TensorFlow and its components: Sequential, Embedding, Conv1D, BatchNormalization, 

MaxPool1D, Bidirectional, LSTM, Input, Flatten, Dropout, Dense for creating an application. 
 



Will set up a neural network model using Keras with various convolutional and bidirectional LSTM 

layers for sequence data classification. The model includes several convolutional layers with max 

pooling, followed by LSTM layers, dropout, and dense layers. It's compiled for categorical cross- 

entropy loss optimization using the Adam optimizer. 
 

Will print the summary of the model's configuration and layers. 
 

Now will train a model for 20 epochs using training data, with batch size 64, and evaluates on 

validation data. 
 

We will use the 'fivethirtyeight' style to create a side-by-side plot with training and validation accuracy 

on the left and training and validation loss on the right. It also visualizes the progression of these 

metrics over epochs. 
 

Now will generate predictions for the model using the test data and specified batch size also displayed 

the resulting probabilities using the 'model_probabilities' variable. 
 

We will now calculate the predicted labels by selecting the highest probability index from model 

probabilities, then prints and lists those labels. 



 
 

Retrieving the highest-value labels from the y_test data, converts them into a list, and prints the list of 

true labels. 
 

Step 33: Result Analysis of CLSTM 

Now will calculates and display the validation accuracy (in percentage) of the CLSTM model using 

true labels and its predictions. 
 

Will generate a report comparing predicted and true labels using the CLSTM, and print it. The report 

includes precision, recall, and F1-score for each class. 
 

Displayed a heatmap using Seaborn and Matplotlib to show a confusion matrix from predicted and true 

labels using CLSTM, with class labels and counts. 
 

Will save the 'CLSTM model' using pickle to the 'ConvolutionalLongShortTermMemory_model.h5' 

file located in the 'models' directory. 
 

Step 34: Now we will compare the accuracy score of both SVC and CLSTM model 
 



Step 35: Will create a new file called “3_Testing_file.ipynb” and import the modules 
 

Step 36: Loading a CLSTM model from the specified file path, configuring it without compilation, 

then set up its loss, optimizer, and accuracy metrics for training. 
 

Step 37: Loading the 'Scaler.pkl' file from the 'models' directory using the 'rb' mode and store its 

content in the 'scaler' variable using the 'pickle.load()' function. 
 

Step 38: Load the 'Important_Columns.pkl' file from the 'models' directory using the 'rb' mode and 

store its content in the 'imp_cols' variable using the 'pickle.load()' function. 
 

Will print the imp_cols 
 

Step 39: Now we will specify the class labels 
 

Step 40: Read data from "user_input/file_19.csv" using Pandas and display the first few rows of the 

dataset. (Can read data from any file between file_0.csv and file_19.csv 
 

Step 41: Will select important columns from the input data, then scale and transform them using a 

specified scaler also create a DataSet with the scaled data and display the first few rows. 
 

Step 42: Now we will predict the class of an input using the model. If the predicted class is not 

"Benign," it sends an email alert. Then displayed the predicted class and label using a Convolutional 

Long Short-Term Memory model. This process helps detect intrusions and notify users. 



 
 

As you see, I got a mail for all attack types except Bening 
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